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Abstract
This short paper discusses the criteria and methods that can be used to evaluate the performance of schedulability tests for real-time scheduling algorithms. We summarize the different theoretical and empirical methods that can be used and outline their advantages and disadvantages. The main focus of the paper is on empirical techniques. Here we set out some of the potential pitfalls, and describe a de facto standard approach based on visualizing results using success ratio and weighted schedulability plots. We discuss how these can be augmented using other graphs such as difference plots and frequency distributions for breakdown utilization. For more complex task models, we note that a consistent set of parameters can be obtained from benchmarks, and we show how a moderate number of task sets can be used to produce a large number of related task sets with a variety of utilization levels suitable for use in empirical evaluation. Finally, we remark on the dearth of real-time benchmarks, and call for more benchmarks or benchmark generators to be developed in conjunction with industry.

This paper accompanies an invited talk given at the WATERS workshop in 2016.

1. Introduction

The performance of schedulability tests for real-time scheduling algorithms can be compared in a number of different ways. These can be broadly classified into two categories:

- **Theoretical methods** such as deriving dominance relationships, utilisation bounds [21], or resource augmentation and speedup factors results [18]. These approaches typically give a worst-case comparison against a specific competitor, i.e. an alternative schedulability test for the same or a different scheduling algorithm.

- **Empirical methods** involve evaluating schedulability tests on a large number of task sets of different utilisation levels. These approaches typically facilitate an average-case comparison against a number of different competitors.

The main focus of this paper is on empirical methods for comparing the performance of different schedulability tests. In the following, we sometimes discuss comparisons between scheduling algorithms, by this we mean between exact schedulability tests for those algorithms. Before covering the various empirical methods in detail, we first summarise the main theoretical and empirical methods and discuss their advantages and disadvantages.

1.1. Theoretical methods

**Dominance Relationships:** show that one schedulability test always outperforms another. For example, schedulability test A is said to dominate schedulability test B if every task set that is schedulable according to test B is also schedulable according to test A, and there are some task sets that are schedulable according to test A but not according to B. If two schedulability tests deem precisely the same sets of tasks as schedulable, then the tests are said to be equivalent. If there are some task sets that are schedulable according to test A and not according to test B, and vice versa, then the tests are said to be incomparable.

Proving dominance relationships has the following obvious advantage: the dominant method is shown to always be better, examples include exact versus sufficient schedulability tests, and EDF v. fixed priority scheduling on a single processor [21]. Disadvantages are that the dominance relationship typically only holds for a simplified model, for example EDF dominates fixed priority scheduling only for simple models where we neglect to include scheduling overheads or cache related pre-emption delays [22]. Further, dominance relationships give no indication how good the schedulability tests (or algorithms) actually are; a dominant test may still have poor performance, just not quite as poor as that of the one it dominates!

**Utilisation Bounds** [21] provide a simple way of comparing different scheduling algorithms. The bound for a given scheduling algorithm is the largest utilisation value such that all task sets with utilisation no greater than that value are guaranteed to be schedulable (according to an exact test). Examples include the famous Liu and Layland bounds for EDF (1.0) and fixed priority (ln(2) ≈ 0.69) scheduling on a single processor. The main advantage of a utilisation bound is that it illustrates the worst-case behaviour for any implicit-deadline\textsuperscript{1} task set, and so can be used as a simple, linear-time schedulability test. The disadvantages are that the bound only applies to a simple system model (i.e. implicit-deadlines, no overheads etc.), and the worst-case behaviour may only exist for specific corner cases that are of little interest in practice. (The average case breakdown utilisation for implicit deadline task sets is approx. 0.88 [20] or higher when biases in task set generation are avoided [6]. This is substantially above

---

\textsuperscript{1} In an implicit-deadline task set all tasks have deadlines equal to their periods.
the worst-case value of 0.69. Thus most task sets seen in practice are schedulable with utilisation much higher than the bound.

**Speedup Factors** [18]: indicate the factor by which the speed of a system would need to increase so that any task set that was schedulable under algorithm A is guaranteed to become schedulable under algorithm B. The advantage of deriving speedup factors is that they illustrate the worst-case performance that one scheduling algorithm can have relative to another. For example, the speedup factor for fixed priority pre-emptive scheduling versus EDF is \(1/\Omega \approx 1.76\) for constrained-deadline task sets on a single processor [11]. Speedup factors can also be used to explore sub-optimality with respect to an optimal algorithm, for example comparing non-pre-emptive algorithms against pre-emptive EDF [13]. The disadvantages of using speedup factors as a metric are that the worst-case behaviour may exist only for corner cases that are of little interest in practice. For example the corner cases that result in a speedup factor of 2 for fixed priority pre-emptive v. EDF scheduling of arbitrary-deadline task sets require that some tasks have an infinitesimally small period, while others have an infinite period [12]. For most task sets, the speedup factor is less than 1.1. Finally, care is needed in interpreting speedup factor results used to discriminate between different schedulability tests. For example, surprisingly the speedup factors comparing fixed priority versus EDF scheduling remain unchanged when moving from an exact test for fixed priority scheduling to a simple linear time test [25]. This does not, however, imply that the speedup factor comparing a linear-time test for fixed priority scheduling to an exact test for the same is 1. Trivially we know this is not the case, since there are task sets that are schedulable according to an exact test that are not schedulable according to the linear test.

### 1.2. Empirical methods

**Simulations or scenario based assessments** simulate the execution of a task set over a long time period, and are typically repeated for multiple task sets. Such simulations are useful as a way of exploring average-case behaviour. They also form a necessary schedulability test, in the sense that if a task misses a deadline during the simulation, then the task set can be declared unschedulable. The absence of any deadline misses does not in general prove schedulability; however, in some circumstances it can, for example with periodic task sets if the simulated interval is sufficient to ensure that the schedule repeats [15] and the scheduling algorithm is sustainable with respect to task execution times [3]. The disadvantages of simulation are that there is typically no guarantee that worst-case behaviours will be observed unless the worst-case scenario (pattern of arrivals) is known. Further, the worst-case scenario may be very different for different scheduling algorithms. Thus comparisons based on one type of scenario e.g. synchronous release may bias the results in favour of one algorithm over another [24].

**Real experiments**: involve running real-code, or in some cases synthetically generated task code, on real hardware. Such experiments have similar advantages to simulation (exploring average-case behaviour, and acting as a necessary schedulability test). However, they also have the advantage that they include all of the actual overheads incurred, and can also be used to collect overhead measurements that can later be used in simulation or schedulability tests that have been extended to account for such overheads [7]. The disadvantages of such an experimental approach are that there are no guarantees that the worst-case behaviour has been observed, unless the worst-case scenario is known. (Determining the worst-case scenario may be complicated by the presence of overheads). Also, setting up an experiment on real hardware is typically more time consuming than using simulation, and may be difficult to reproduce precisely if the initial hardware state cannot be completely controlled.

**Case studies**: one or more example task sets are taken from industrial applications. Typically, the case study provides specific parameter values (e.g. periods, execution times, for tasks), and in some cases may provide code from which other parameter values can be derived. For example, code from the Mälardalen benchmark suite [16] can be used to obtain not only Worst-Case Execution Times (WCETs), but also traces of address accesses and hence a characterisation of memory demand and cache usage [1]. These parameters can then be used in schedulability analysis which accounts for memory bus load and cache related pre-emption delays, as well as processor usage. The advantages of using information from case studies include, certainty that the parameter values used are realistic (at least for one application area), and the ability to obtain consistent parameter values for each task. Disadvantages include potentially very limited coverage of the parameter space e.g. using just one example may hide issues elsewhere. More generally, there can be questions as to whether the case study is really representative; i.e. is it similar to applications from other industries? We note that limited coverage of the parameter space can in some cases be mitigated by distilling information from representative case studies and using it to creating multiple similar systems or configurations. This is done by NETCARBENCH to create sets of messages for research into Controller Area Network (CAN) [8], and has been suggested in the context of the AMALTHEA project, as a way of providing automotive benchmarks for free [19].

**Empirical evaluation**: involves using large numbers of synthetically generated task sets to evaluate the performance of schedulability tests. The advantages of this approach are that, if properly designed, it can give good coverage of the parameter space, and thus provide a fair and unbiased comparison. Care is however needed to
achieve this. The disadvantages include uncertainty as to whether the values covered are representative of real systems, and the consideration of overheads, which is often neglected.

The remainder of this paper focuses on systematic methods for the empirical evaluation of schedulability tests. In the next section, we discuss key aspects of empirical evaluation. In Section 3, we briefly recall the sporadic task model, before describing a framework (Section 4) for empirical evaluation. In Section 5 we discuss the different types of experiments that can be used to evaluate performance and the corresponding graphs that can be used to visualise the results.

2. Key Aspects of Empirical Evaluation

The empirical evaluation of schedulability tests relies on generating a large number of task sets with parameters chosen from some appropriate distributions. The performance of different schedulability tests is then compared by determining task set schedulability according to each test and providing graphs that enable these results to be interpreted. This may be done in a simple way by plotting a graph of the success ratio (i.e. the proportion of task sets that are deemed schedulable by each test) at different utilisation levels, or by using more sophisticated approaches such as weighted schedulability metrics [4].

In the empirical evaluation of schedulability tests, the following aspects are important:

1. **Systematic approach**: It is important to ensure adequate coverage of the full range of realistic parameter settings, with appropriate default values used, typically in the middle of the realistic range. The opposite of this is so called cherry picking where specific parameter values are chosen to highlight the benefit of a particular method, for obvious reasons this should be avoided.

2. **Avoiding bias and confounding variables**: Other aspects that can degrade evaluation quality are unintentional bias in the distributions used for certain parameters such as task execution times or periods, and the use of methods which confound two or more variables; for example, task set utilisation and cardinality (number of tasks). Examples of both are given in Section 4.

3. **Statistical confidence**: How many times have we as reviewers looked at graphs of success ratios for different algorithms and seen two lines very close together and wondered if the results really are significant, or how much they might change by simply using a different random seed in the task set parameter generation? By giving information about variation, such questions can be answered.

4. **Standardisation**: If everyone used the same framework and parameter settings for the evaluation of schedulability tests, then the real-time research community would benefit from having many papers containing results that were directly comparable to each other (transitivity). This would be a great advantage in terms of making comparisons and seeing which methods were the most effective. Standardisation would also greatly aid reproducibility.

3. System model, terminology and notation

In this section, we briefly recall the sporadic task model which introduces key task parameters that need to be considered in the evaluation of schedulability tests.

**Sporadic task model**: We assume the system comprises a static set of $n$ tasks that are scheduled to execute on $m$ processors ($m = 1$ for a single processor system). We assume that each task gives rise to a potentially infinite sequence of jobs. Each job may arrive at any time once a minimum inter-arrival time has elapsed since the arrival of the previous job of the same task. Each task $i$ is characterised by: its relative deadline $D_i$, worst-case execution time $C_i$, and minimum inter-arrival time or period $T_i$. A task’s worst-case response time $R_i$ is defined as the longest time from a job of the task arriving to it completing execution. The processor utilisation $U_i$ of task $i$, is given by $C_i / T_i$. The utilisation of the task set is the sum of the utilisations of all of its tasks.


In this section, we propose a framework for empirical evaluation which could potentially be used to provide a de facto standard set of evaluation experiments used in the majority of research into schedulability tests. This baseline could then be extended to consider additional parameters appropriate to the specific problem.

The empirical evaluation of schedulability tests is underpinned by methods for task set generation. We now consider this topic in more detail.

To thoroughly examine the effectiveness of a schedulability test, it is necessary to generate a large number of task sets with different parameter settings that cover in an unbiased way, the range of possible task sets that could occur in practice. Further, this needs to be done in a way that does not confound variables. For example, generating task sets by a process of repeatedly adding tasks to get higher utilisation values confounds task set cardinality and utilisation. It results in a strong correlation between the two, making it impossible to determine if some aspect of the performance of a schedulability test is affected by the number of tasks or by the task set utilisation.

The two primary inputs typically used for task set generation are the task set cardinality $n$ and the required utilisation $U$. (These parameters are controlled for in a systematic way, since they have such an impact on schedulability test performance).

4.1. Generating task utilisation values

Given requested values for $n$ and $U$, we need to first
generate a set of \( n \) task utilisation values that add up to \( U \). Further this need to be done in a way that results in an unbiased and uniform distribution. In simple terms this is equivalent to repeatedly choosing \( n \) task utilisation values at random from a uniform distribution in the range 0 to 1 and then only keeping those task sets where the total utilisation adds up to \( U \).

There are a number of published methods which are capable of achieving this. For uniprocessor systems, the Uunifast method [6] is the most effective and can typically be implemented in less than 10 lines of code. For multiprocessor systems \((m > 1)\) then the Uunifast-discard technique [10] provides a simple to implement extension that builds on Uunifast (just a few lines of code more). Uunifast-discard is effective down to about 2 tasks per processor. Below this level, for example 9 tasks on an 8 processor system, it will not be effective in generating task sets (too many trials without finding task sets that match the criteria). Further, the more complex RandFixedSum method [14] can be used for any valid combination of task set cardinality and utilisation (an open source Matlab implementation of RandFixedSum is available, see [14]).

All three methods take as inputs \( n \) and \( U \) and output a set of \( n \) utilisation values \( U_i \) that sum to \( U \).

4.2. Distribution of task periods

The next stage in task set parameter generation is to select a set of task periods or minimum inter-arrival times. The execution time values can then be derived as \( C_i = U_i T_i \).

Task periods can be selected from a distribution; however, which distribution should be used? Many scheduling papers use a uniform distribution between two values (min and max periods). These values can then be modified to give different ranges of task periods. However, we contend that this is not a good method to use [9]. The reason being that if the range is say 10 to 1,000,000 then on average 99% of all of the periods generated will be in the range 10,000 to 1,000,000. In effect the range of task periods is limited to just two orders of magnitude rather than the intended 5. Put another way, there is virtually no appreciable difference between the average case behaviour for experiments conducted with a range of periods of 10 to 1,000,000 and those conducted with a range of task periods of 10,000 to 1,000,000.

To avoid this problem, we recommend the use of a log-uniform distribution of task periods, again between some min and max values that can be varied. Implementation of random selection from a log-uniform distribution is simple, since it equates to making a random pick from a uniform distribution between the log of the min and max periods and then raising the base of the logarithm to the power of the value obtained to give the period. Again this is typically less than 10 lines of code. We note that fixed priority pre-emptive scheduling is more effective when there is a large spread of task periods; hence it appears to be more effective when a log-uniform rather than a uniform distribution is used (assuming the same range of periods).

While randomly chosen task periods are needed to explore the full range of schedulability test performance, many real systems effectively constrain task periods to a set (or sets) of harmonic values. For evaluation purposes, such harmonic or semi-harmonic sets can be produced via the bag of primes method [23] where a set of prime numbers (with duplicates) are placed in the bag and then some number of them are selected at random (without replacement). The selected values are then multiplied together to obtain the task period. This method has the advantage that it constrains the Least Common Multiple (or hyperperiod) of every task set generated to be no larger than the product of the values in the bag of primes.

An alternative approach is simply to specify a set of permitted task periods with harmonic relationships and then pick from that set at random. For example, the task periods used in automotive systems are typically from the set of values \( \{1, 2, 5, 10, 20, 50, 100, 200, \text{and} 1000\text{ms}\} \) [19].

We note that neither of the methods that generate sets of harmonic periods can provide the same coverage as random generation; however, it can be argued that the results from studies of such task sets may be more representative of task sets found in real systems. Best practice would therefore be to generate both types of task periods and conduct evaluations using both to explore whether the different distributions have a significant effect on schedulability test performance. We note that it is highly likely that they will do, particularly for fixed priority scheduling algorithms; (the utilisation bound for implicit deadline task sets with harmonic periods is 1.0, compared to approx. 0.69 for arbitrary non-harmonic values).

4.3. Distribution of task deadlines

The simplest approach here is to set task deadlines equal to their periods (implicit deadlines); however, in some cases schedulability tests are sensitive to the gap between a job’s deadline and its next release. (This can be the case for multiprocessor schedulability tests with carry-in interference [10]).

Two alternative methods of setting task deadlines are prevalent in the literature. The first is to choose the deadline at random (uniform distribution) between the task’s worst-case execution time and its period. The second is to vary deadlines in lock-step with periods i.e. \( D_i = x T_i \) where \( x \) is a variable that is used to control the deadlines generated. This enables graphs to be drawn showing how the weighted schedulability metric (see section 5.2) varies with the deadline to period ratio \( x \).

To generate arbitrary deadlines, one might choose deadlines in some range, such as \([C_i, kT_i]\) where \( k \) takes a value of 2, or 4, or 10. Note in this case it may be more appropriate to use a log-uniform distribution of values. We
note; however, that in practice, most arbitrary deadlines are multiples of the task period, since they originate from requirements on the size of the buffers needed for inputs and outputs to the tasks.

5. Experiments and graphs

A number of different types of graphs can be used to illustrate the performance of schedulability tests. These include success ratio, weighted schedulability metrics, frequency distributions of breakdown utilisation, and box and whisker plots of metrics such as response times.

5.1. Success ratio

The simplest type of experiment is to plot the success ratio (i.e. the proportion of task sets that are deemed schedulable by each test against utilisation). An example of such a graph is given in Figure 1.

Since utilisation has such a strong impact on schedulability, then fixing utilisation at a single value and plotting how the proportion of schedulable task sets changes with some other parameter can potentially produce misleading results, or at least results which may change radically if a different value of utilisation were chosen. Instead, we recommend using the weighted schedulability measure [4] discussed below.

5.2. Weighted schedulability metrics

Success ratio graphs have the disadvantage that if we want to vary another parameter as well as utilisation, then we need a whole sequence of graphs for each value of the other parameter or a 3-D plot, which is typically hard to interpret and soon becomes cluttered if there is more than one surface displayed. It is important to vary parameter values to adequately cover the parameter space, since some schedulability tests / scheduling algorithms may be sensitive to a particular parameter, for example the range of task periods and deadlines (as is the case with non-pre-emptive algorithms), or the number of tasks.

Typically, it is not possible to cover the entire parameter space via simple success ratio plots as this would result in too many combinations (1000s of graphs). One useful approach is to vary one parameter at a time while holding the others constant at some appropriate default values. The weighted schedulability measure [4] can then be used to illustrate how schedulability varies with each parameter.

5.3. Breakdown utilisation frequency distribution

When comparing different scheduling algorithms or

Figure 1: Success ratios v. utilisation

Figure 2: Weighted schedulability versus period range

Figure 3: Weighted schedulability versus task set size.
different priority assignment policies it is sometimes interesting to show the frequency distribution of the *breakdown utilisation* [20]. The breakdown utilisation is the maximum utilisation which can be achieved by scaling the execution times of all of the tasks in the task set by the same factor, without the task set becoming unschedulable. The frequency distribution shows the variability across different task sets and can highlight clear differences between scheduling algorithms or priority assignment policies – see Figure 4.

![Figure 4: Breakdown Utilisation](image)

5.4. Variation and confidence in the results

When examining schedulability via success ratio or weighted schedulability plots, then the values plotted relate to the number of task sets that are deemed schedulable by the test at each utilisation level; however, no information is given about the variation which might occur in these results if the experiment were repeated multiple times using different random seeds, or indeed the confidence that we can have that the results show a significant difference between two algorithms.

![Figure 5: Variation shown on success ratio graph](image)

In order to determine this variation, it is necessary to repeat the experiment multiple times (e.g. 100 times) and examine the distribution of the values returned. This variation can be plotted see Figure 5 as an example, showing a vertical bar between the 25 and 75 percentiles.

5.5. Difference measures

As a final note on success ratio and weighted schedulability plots, one might naively assume that if the line for algorithm A is completely above that for algorithm B, this implies some form of dominance. However it may not even be indicative of a (very) weak form of dominance with respect to the task sets studied. The line for algorithm A may be above that for B, simply because there are many task sets that are schedulable under algorithm A, but not under B. This does not, however, rule out there also being quite a few task sets that are schedulable under algorithm B, but not under algorithm A. Such differences can be illustrated by plotting the number of task sets schedulable with A and NOT with B and vice-versa. Non-zero values for both lines implies *incomparability* of the two algorithms – see Figure 6.

![Figure 6: Difference graph showing incomparability](image)

5.6. Box and whisker plots

While schedulability tests give yes/no answers to whether or not a particular task set is schedulable, it is sometimes useful to look at other results such as response times or the number of times a job misses its deadline in some long simulation run. Here substantial variation in values can be expected between different task sets or groups of task sets. Thus it is important that the results are presented along with measures indicating their variability. Box and whisker plots are useful in this respect; they show not only the median (50 percentile) values but also the 5, 25, 75, and 95 percentiles as well as outliers – see Figure 7.

![Figure 7: Box and whisker plot showing variance via percentiles and outliers](image)

5.7. Computational complexity and run-time

When evaluating the performance of schedulability
tests, it is also important to consider the computational complexity of the test, be it linear, quadratic, polynomial, pseudo-polynomial, or exponential, and also the run-time of the test on task sets of a practical size. Detailed investigation is often warranted into how the run-time of a test changes as different task set parameters are varied. As an example, Figure 8 shows the average run-time of two exact tests for fixed priority pre-emptive scheduling on a single processor. Response Time Analysis (RTA) [17] [2] is pseudo-polynomial in complexity, whereas the Hyperplanes Exact Test (HET) [5] is exponential in the number of tasks [9]. When the range of task periods is limited, the HET test typically requires fewer operations; whereas a large range of task periods can result in very long run-times for that test. More detailed information can be obtained from frequency distributions, see Figure 9.

6. Making task sets from benchmarks

The main disadvantage of entirely synthetic task set generation, as described in Section 4, is that it is difficult to generate appropriate additional parameter values, for example in addition to WCETs, other information may be needed such as the number of memory accesses, as well as Evicting Cache Blocks (ECBs), Useful Cache Blocks (UCBs) etc. In contrast, the main disadvantage of benchmark or case study tasks or task sets is that there are so few of them that it is very difficult to get a systematic view of algorithm or schedulability test performance. Ideally 1000s of task sets are needed.

One solution to these problems is to combine benchmark information with synthetic generation of some parameters. We now describe a simple method for doing just that. We assume that task WCETs, memory accesses, cache usage etc. for each benchmark program are fixed according to the system configuration studied (they may still depend on processor speed, cache size etc.) and have been derived from the benchmark code.

The method of task set generation proceeds as follows, assuming as inputs the task set cardinality and desired task set utilisation. For each task required in a task set, we pick a benchmark program at random from the available set (ideally the number of benchmarks should be substantially larger than the task set cardinality). Next, we generate the task utilisation values using Unifast, Unifast-discard, or RandFixedSum as appropriate. The period of each task is then a free variable which is synthesized from the utilisation value chosen for the task and the task’s WCET. All of the other task parameters remain as inherited from the benchmark. This process enables a large number of task sets of different utilisation values to be generated from a limited number of benchmarks. These task sets can then be used in the same way as synthetic task sets in empirical evaluations, i.e. as the basis for success ratio – see Figure 10, and weighted schedulability experiments.

The advantages of this approach are that it allows for more detailed and realistic information to be input into task set generation. The set of parameters used are completely consistent with the benchmark code (e.g. WCET, UCBs, ECBs, memory accesses etc. are all consistent). The disadvantages of this approach are that the task sets generated are all grounded in, and hence share similarities with the benchmarks used. They are representative of those benchmarks, but may not be representative of other programs. Further, the distribution of task periods becomes correlated with the benchmark WCETs. This means that if there is a very wide range of benchmark WCETs, the resulting tasks will have a wide

2 Typically, this selection is made with replacement.
range of periods. This may be problematic when investigating non-pre-emptive scheduling algorithms. An example of this method is given in [1].

7. Summary, Recommendations and Discussion

In this short paper, we presented some of the pros and cons associated with using theoretical and empirical methods to assess the performance of scheduling algorithms and schedulability tests. We discussed a framework for empirical evaluation. This consists of providing baseline results using success ratio plots with task parameters set to realistic default values, and then using weighted schedulability plots to examine how the results change as each relevant parameter is varied over a broad range while keeping the other parameters constant at the default values. We suggested ways of showing statistical confidence in the results obtained, and illustrated a number of different metrics that can be used to examine performance, such as frequency distributions for the breakdown utilisation, and difference plots counting how many task sets are schedulable according to one algorithm, but not with another and vice-versa. We also showed that it is important to examine both the theoretical complexity of schedulability tests and their actual run-times on realistic task sets, since there can be substantial differences in run-time as task set parameters are varied.

7.1. A de-facto standard

Having a de-facto standard set of experiments that we all use to examine the performance of schedulability tests would:
- Make it easier to review and assess work.
- Make reproducing results easier.
- Facilitate direct comparison between results in different papers.
- Provide a set of experiments that we all expect to see.

It would need some agreement on the set of experiments expected, and some standardisation of the details i.e. agreement on some reasonable, and representative default values. Perhaps this is something the WATERS community can progress.

7.2. Call for more Benchmarks

This paper and the presentation it is based on deliberately focused on a simple sporadic task model for single and multiprocessor systems. Much of today’s research needs more complex models, for example that provide parameter values for the number (and potentially the pattern) of memory accesses, and the dependencies / interaction / communication between tasks. As the task models get more complex, it becomes harder to be sure that synthetically generated task sets are really representative of those in today’s or tomorrow’s real systems.

One way of bridging this gap is to obtain a larger number of more comprehensive benchmarks. These benchmarks can then be mined to produce meaningful information covering a wide range of parameters (WCETs, traces of memory accesses, UCBs, ECBs, communication with other tasks etc.). They can be used to set up appropriate ranges and default values for these parameters, which can be fed into more comprehensive task set generation methods. Further, following the simple approach suggested in Section 6, a moderate number of representative benchmarks is all that is needed to directly produce a large number of task sets of different utilisation levels.

We encourage researchers to try and obtain and publish benchmarks that can be freely used by all in our community.
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Abstract: Code Generation of Time Critical Synchronous Programs on the Kalray MPPA Many-Core architecture

Embedded software as found in aircraft, nuclear power plants and cars, is said to be critical since bugs can have hazardous consequence to human lives. A bug can be behavioral or temporal for instance a result too late is a bad result. Hence, we talk about time-critical software. The Worst-Case Response Time is the bound of this result computation. Critical codes are often generated from formal languages such as the Dataflow Synchronous Languages (SCADE, Lustre, Esterel, etc). Today the critical systems are still running on old single-core processors since these processors are quite simple and make the computation of the WCRT easy. But, the growing demand for computational power in avionics and automotive makes the single-core processors limited. Multi-core processors offer enough computational power but are often too complex to allow computation of the WCRT. Hence, many-core processors are promising because they offer high computational power thanks to numerous but very simple cores.

Our purpose is to parallelize and implement a Dataflow Synchronous program written in SCADE on a many-core processor. Nodes are statically scheduled on the cores to enhance temporal predictability. As the communications are in shared-memory, the solution makes the interferences as predictable as possible to allow the computation of the WCRT.

We use a prototype of the SCADE compiler that allows developer to specify the nodes of the program that must be executed in parallel. With this information, the compiler generates new blocks that communicate through data channels. A channel is composed of a data structure containing the data transferred between the blocks and special macros to write and read in this structure.

The execution platform is composed of 16 cores and a shared-memory divided into 16 banks such that access on a bank has no interference on the timing of access of another bank. According to the mapping information given by the developer, a node is executed on a core and its code stored in the corresponding memory bank. A sequencer allows several nodes to be executed sequentially one a core. Channels are implemented in a Remote Write manner, i.e., the result of a node is written in the memory banks of the destination nodes. To make the interference prediction easier for each node, two releases are defined: a release for execution, and a release to write the result.

We have implemented a code generator for the Kalray MPPA Bostan many-core SoC that takes the output of the SCADE compiler and the mapping and timing information provided by the developer, to generate C code using the Kalray low level libraries.

We applied our study to ROSACE, an open source case-study of a flight controller. It is composed of an altitude controller and an environment simulator. We parallelized the altitude controller on one cluster using 5 cores. The environment simulation was located on a second cluster communicating through the network-on-chip.
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Abstract—Many industrial embedded systems have timing constraints on the data propagation through a chain of independent tasks. These tasks can execute at different periods which leads to under and oversampling of data. In such situations, understanding and validating the temporal correctness of end-to-end delays is not trivial. Many industrial areas further face distributed development where different functionalities are integrated on the same platform after the development process. The large effect of scheduling decisions on the end-to-end delays can lead to expensive redesigns of software parts due to the lack of analysis at early design stages. Job-level dependencies is one solution for this challenge and means of scheduling such systems are available. In this paper we present MECHAniSer, a tool targeting the early analysis of end-to-end delays in multi-rate cause effect chains with specified job-level dependencies. The tool further provides the possibility to synthesize job-level dependencies for a set of cause-effect chains in a way such that all end-to-end requirements are met. The usability and applicability of the tool to industrial problems is demonstrated via a case study.

I. INTRODUCTION

Many application domains for embedded systems are subject to timing constraints in order to fulfill their requirements. Such real-time systems are well studied and several tools are available to analyze these properties. However, for many systems it is not only important that the individual tasks execute within their specified deadlines, but also that data propagates through a chain of tasks within a specified end-to-end delay constraint. In the automotive industry such chains are called cause-effect chains [1], [2]. The tasks in such a chain can have different activation periods which makes the calculation of such end-to-end delays a challenging task since over and undersampling effects need to be considered.

Currently it is left to the discretion of the system designer to guarantee that all end-to-end delay constraints are met in the system. While this is viable in small applications, the growing complexity of industrial applications renders this approach increasingly difficult. Automotive applications for example contain several multi-rate cause-effect chains [3]. Additionally, one task can be part of several chains which increases the problem complexity further.

This highlights the need for tool support during the system design, giving the designer viable input during early stages of the development where only limited or even no concrete knowledge of the schedule is present. This need is further increased since applications of several suppliers may be integrated on the same Electronic Control Unit (ECU) during the system integration which is usually done by the Original Equipment Manufacturer (OEM). Changes in the system design can be very expensive at this stage. Having means to obtain end-to-end delay bounds for the data propagation through a chain of tasks before the system integration can thus provide valuable information and reduce the risk of costly design changes in the later development phases.

One way to reduce the possible data propagation among tasks of different rate is the use of job-level dependencies [4]. A job-level dependency introduces a constraint in the data propagation between two tasks and is specified on job-level. Several works address the scheduling problem of systems with specified job-level dependencies. These works cover fixed-priority and dynamic priority scheduled systems [5], [6], as well as time triggered schedules [7], [8]. The problem of analyzing such systems and to synthesize job-level dependencies is addressed in [9].

A. Contributions

Several available tools support the end-to-end delay analysis of cause-effect chains, which are primarily based on the principles proposed in [10]. They however assume that knowledge of the task schedule is available when the system is analyzed. In contrast, the proposed tool MECHAniSer can be helpful in the early design phases where the exact task schedule is unknown. Its key features include analysis to i) compute bounds on the end-to-end delays ii) synthesize job-level dependencies when specified timing constraints are violated iii) compute end-to-end analysis in the systems where job-level dependencies are specified. To facilitate a faster system design, the tool implements a heuristic to place job-level dependencies in a system consisting of several, possibly interconnected, cause-effect chains. This is done in a way such that the maximum data age delay of each cause-effect chain is met.

B. Paper Layout

The rest of the paper is organized as follows, in Section II the system architecture and background information is provided. In Section III the calculations to obtain the data age delay are described before the tool itself is discussed in Section IV. The tool is evaluated based on a case study in Section V, followed by a discussion of related tools in Section VI and the conclusions and future work in Section VII.
II. SYSTEM ARCHITECTURE AND BACKGROUND

A. System Model

The system is comprised of a set of periodic tasks $\Gamma$. Each task $\tau_i \in \Gamma$ can be described by the tuple $\{C_i, T_i\}$, where $C_i$ is the task’s Worst Case Execution Time (WCET), and $T_i$ is the task’s period. All tasks have implicit deadlines, i.e. the deadline of $\tau_i$ is equal to $T_i$. For all tasks executing on a processor, the hyperperiod can be defined as the least common multiple of all periods, $HP = \text{LCM}(\forall T_i, i \in \Gamma)$. Hence, a task $\tau_i$ executes a number of jobs during one $HP$, where its $j^{th}$ job is denoted by $\tau_{i,j}$.

B. Communication Model

In this work inter task communication is realized via shared registers, a model commonly used in the industrial domain [10], [11]. With this, a sending task writes an output value to a shared register, which is then read by the receiving task without the need for any signaling between the communicating tasks. Also, the receiving task always consumes the newest value present in the shared register.

In order to facilitate determinism, a read-execute-write semantic is followed in which a task reads all its input values into local copies before the execution starts. It then executes by acting on these local copies and writes the output values after the execution back to the shared registers, making them available to other tasks. In short, reading and writing of input and output values is done at deterministic points in time, i.e. at the beginning and end of the tasks execution respectively.

This is a common communication mechanism found in several industrial standards (i.e. in AUTOSAR this model is defined as implicit communication [12], the standard IEC 61131-3 for automation systems defines similar communication mechanisms [13]).

C. End-to-End Timing Requirements

A cause-effect chain is typically specified by an end-to-end timing requirement, as defined for automotive systems in [1], [2]. In this work the data age, the most important timing requirement in control systems, is examined. A detailed discussion of corresponding end-to-end delays is provided in [10]. For data age, the maximum time from sampling an initial input value at the beginning of the cause-effect chain, until the last time this value has influence on the produced output of the cause-effect chain is of interest. Fig. 1 depicts an example with three tasks, $\tau_1$, $\tau_2$, and $\tau_3$. All tasks are part of a cause-effect chain in this order. Note that $\tau_3$ and $\tau_3$ are activated with a period of $T = 2$, while $\tau_2$ is activated with a period of $T = 4$. This leads to over- and under-sampling between the different tasks. While the output value of the first instance of $\tau_1$ is consumed by the first instance of $\tau_2$, the data produced by the second instance of $\tau_1$ is overwritten before $\tau_2$ has the chance to consume it. Similarly, data produced by the first instance of $\tau_2$ is consumed by the first instance of $\tau_3$. Since no new data is produced before the second instance of $\tau_3$ is scheduled the same data is consumed by $\tau_3$ again. In the example, this constitutes the maximum data age, from sampling of the first instance of $\tau_1$ until the last appearance of the data at the output of the second instance of $\tau_3$.

D. Job-Level Dependency

A job-level dependency is similar to the rate transition operator of PRELUDE [4]. Defined between two tasks, a job-level dependency specifies which job of a task needs to finish its execution before a certain job of the successor task can start.

A job level dependency is described as $\tau_i \xrightarrow{(k,l)} \tau_j$, meaning that the $k^{th}$ job of $\tau_i$ needs to proceed the $l^{th}$ job of $\tau_j$. This also implies that the dependency between the two jobs applies for the duration of the hyperperiod of the two jobs only, e.g. $\text{LCM}(\tau_i, \tau_j)$.

III. CALCULATING LATENCIES

In this section, we recapitulate the calculation of data propagation paths for systems without prior knowledge of the schedule. For a more in depth explanation a reader is referred to [9]. Several properties of tasks under register communication are observed to determine reachability between jobs. Based on this the different data propagation paths of the cause-effect chain can be calculated.

A. Reachability between Jobs

The concepts of read interval and data interval are central to decide if data can be propagated between two distinct jobs. For a job $\tau_{i,j}$, the read interval is defined as the interval starting from the earliest time $\tau_{i,j}$ can potentially read its input data ($R_{\min}(\tau_{i,j})$) until the last possible time $\tau_{i,j}$ can do so without violating its timing constraints ($R_{\max}(\tau_{i,j})$). Similarly, the data interval is defined as the interval from the earliest time the output data of $\tau_{i,j}$ can be available ($D_{\min}(\tau_{i,j})$) up to the latest time a predecessor job of the same task overwrites the data ($D_{\max}(\tau_{i,j})$). Hence, the read interval $RI_{i,j}$ is the interval $[R_{\min}(\tau_{i,j}), R_{\max}(\tau_{i,j})]$, and the data interval is $[D_{\min}(\tau_{i,j}), D_{\max}(\tau_{i,j})]$. These concepts are depicted in Fig. 2 for jobs of a task $\tau_i$. For a system without any knowledge of the scheduling decisions, one has to assume that a job can be scheduled anywhere, as long as it starts not
before its release and finishes not after its deadline. In [9], the notations to define the intervals are as follows:

\[
R_{min}(\tau_{i,j}) = (j - 1) \cdot T_i \\
R_{max}(\tau_{i,j}) = R_{min}(\tau_{i,j}+1) - C_i \\
D_{min}(\tau_{i,j}) = R_{min}(\tau_{i,j}) + C_i \\
D_{max}(\tau_{i,j}) = R_{max}(\tau_{i,j}+1) + C_i 
\]

1) Deciding Reachability between Jobs: In order for a job \(\tau_{k,l}\) to consume data of a job \(\tau_{i,j}\) the data interval of \(\tau_{i,j}\) must intersect with the read interval of \(\tau_{k,l}\). The function \(\text{Follows}(\tau_{i,j}, \tau_{k,l})\) is defined to return \text{true} if this is the case:

\[
\text{Follows}(\tau_{i,j}, \tau_{k,l}) = \begin{cases} 
\text{true}, & \text{if } R_{Hi,j} \cap D_{Hi,j} \neq \emptyset \\
\text{false}, & \text{otherwise}
\end{cases}
\]

2) Adjusting the Data Interval for Long Chains: In order to capture the characteristics of data propagation in a cause-effect chain of length \(\geq 2\), the data interval needs to be modified. Assume the first job of \(\tau_i\), as shown in Fig. 2 is followed by a job of a task \(\tau_k\). \(\tau_k\) is released with same period as \(\tau_i\), but its execution time is shorter than the one of \(\tau_i\). Follows\((\tau_{i,j}, \tau_{k,l})\) returns true and indicates that \(\tau_{i,1}\) can potentially consume the data of \(\tau_{k,1}\). However, in order to decide reachability between the \(\tau_{k,1}\) and a third task in the chain the data interval of \(\tau_{k,1}\) must be modified. This is the case because \(\tau_{k,1}\) can consume the data of \(\tau_{i,j}\) earliest at time \(D_{min}(\tau_{i,j})\). Consequently, this data can earliest be available as output data of \(\tau_{k,l}\) at time \(D'_{min}(\tau_{k,l}, \tau_{i,j}) = \max(D_{min}(\tau_{i,j}) + C_k, D_{min}(\tau_{k,l}))\). Note that the data interval only needs to be adjusted if \(D'_{min}(\tau_{k,l})\) is smaller than \(D_{min}(\tau_{i,j}) + C_k\). These modifications are local for the specific data path, hence, if another combination of jobs is involved the original data interval must be used.

B. Calculating Data Paths

To calculate all possible data propagation paths in a system, a recursive function is used. This function constructs all possible data propagation paths from a job of the first node in a cause-effect chain up to the job of a last node of the chain. Consequently this needs to be done for all jobs of the first task of a chain, inside the hyperperiod of the chain.

As a result a set of data propagation paths is provided, where each path comprises an ordered list of involved jobs.

C. Constructing Data Propagation Paths and Max. Data Age

For a given data path, the maximum end-to-end latency and the data age, is computed. Given \(\tau_{start}\) is a job of the first task of the cause-effect chain, and \(\tau_{stop}\) is a job of the last task of a cause-effect chain:

\[
\text{AgeMax}(\tau_{start}, \tau_{end}) = (R_{max}(\tau_{end}) + C_{\tau_{end}}) - R_{min}(\tau_{start})
\]

In order to compute the maximum data age for any possible path in the system, \(\text{AgeMax}()\) must be computed for all data paths. The maximum of these values is the maximum data age of the cause-effect chain.

IV. TOOL LAYOUT AND USAGE

This section briefly outlines the different forms of data input to the tool. Further the tool layout and its usage are discussed and a closer look is provided into the different visualization options.

A. Input Formats

The tool specifies its own XML format to save a current project. Additionally it is possible to import projects designed with AMALTHEA V1.0[14]. AMALTHEA is an open tool platform for the design of multi-core systems in the automotive domain. The implementations for the support of additional
tools (i.e., AMALTHEA V1.1, Rubus ICE [15]) are currently ongoing and will be made available in the future.

B. Layout and Usage

The tool is built around a main panel which is shown in Fig 3. The panel depicts the chain under analysis and also provides clickable interfaces to additional features of the tool.

1) The Main Panel and its Parts: The main window displays information about all tasks of the system, in the "Tasks"-table, as well as on all specified job-level dependencies in the "Job-Level Dependency"-table. The selected chain is graphically visualized, as shown in Fig. 3, while the "Cause-Effect Chain"-table describes the different parameters of the chain. This chain can further be analyzed and modified. The left column also provides means to manage job-level dependencies. The additional views can also be opened here via the button "Data Propagation Graph" and "Trace View". Output for the user is provided in the text-box at the bottom part of the window.

A user can add or delete a task over the "Application"-menu (see Fig. 4a) with the "Add Task" and "Delete Task" buttons. Note that the tool also displays the number of chains and the number of job-level dependencies that a task is part of. In order to keep the system consistent, a task must first be removed from all cause-effect chains and from all job-level dependencies before it can be removed from the system.

The chain which needs to be analyzed is selected via the button "Change Chain". This action pops up a window wherein a user can select the desired cause-effect chain. Once approved, the tool updates the related views. A new task can be added to the chain by selecting the respective task in the task table and then clicking the left-arrow button which appends the task to the chain. The correct position of a task is set by selecting the task in the chain table and then clicking the up- and down-button which alter the tasks position. A task can be removed from the chain by selecting the task followed by the button "Remove from Chain".

Finally a maximum data age constraint can be specified on the chain by clicking on the button "Add Age Constraint". This pops up a window where the age constraint can be specified. Note that this new input overwrites any previously specified constraint. A constraint can be removed by specifying a maximum data age of 0.

2) Calculating Minimum and Maximum Data Age: The minimum and maximum data age of the currently selected cause-effect chain under consideration of all specified job-level dependencies can be computed by clicking on the button "Calculate Delays". This action computes delays by applying the analysis presented in [9]. All data propagation paths are calculated, implying all possible paths that the data can propagate, when read from any of the initial jobs of the chain.

An initial job is defined as any job that the first task of the cause-effect chain releases during the first hyperperiod of the chain. Since the number of possible paths depends on the number of involved tasks as well as on the involved periods, a large number of data propagation paths might be generated. A user has hence the possibility to uncheck the option "Calculate All Paths" which will only calculate the data propagation path for the minimum and maximum job at each chain level. Hence this reduces the complexity of the calculation and simplifies the post processing by the system designer.

3) Adding and Synthesizing Job-Level Dependencies: The second strength of the tool is to handle job-level dependencies.
The left column of the main window provides means to add a job-level dependency manually as well as to synthesize job-level dependencies for all cause-effect chains in the system. The button "Add Dependency" opens a new window (see Fig. 4b) which allows to select the two involved tasks and the dependent instances. Note that first the two tasks need to be selected before the menu for the involved jobs becomes active. This is the case since, depending on the selected tasks, the available job instances change.

The button "Generate Dependencies" triggers a heuristic [9] which adds job-level dependencies to the system in a way that all specified age-constraints are met. Already specified dependencies are not affected. The main intuition behind the heuristic is that a placement of a job-level dependency can prune a branch of the data propagation tree. Hence the heuristic adds dependencies in a way such that all branches which lead to larger end-to-end delays than specified are removed.

4) The Graph View: The graph view, as shown in Fig. 5a, depicts the data propagation tree of the currently selected chain. Each data path originating from the different initial nodes is colored differently for a more effective visual presentation. The different jobs of the involved tasks are drawn in a way that the data always propagates from top to bottom, i.e. the beginning of the chain is at the top and the last task of the chain is at the bottom. Branches which lead to end-to-end delays larger than the specified constraint are shown in dashed lines. These branches need to be removed in order to meet the specified constraints. Note that this representation depicts no time information, the execution of the jobs depends on the exact path a data propagates and hence cannot be shown in this overview. However, jobs are grouped such that jobs of the same hyperperiod are arranged together and separated by the vertical dashed lines. A user can obtain further information of the different nodes by clicking on them which then displays an information box.

5) The Trace View: The trace view is shown in Fig. 5b. This view visualizes the read- and data-interval of all jobs of one chain (see Fig. 2 for a description). Initially the first initial job is selected and the propagation of the calculated data paths is visualized via yellow overlay. Additionally the minimum and maximum data age of these data paths are shown. A user can change this view to any other initial job by clicking on the respective read interval.

C. Implementation and Distribution

To be platform independent, the tool is developed in Java. The main development is performed under OSX which might cause a diverging visual appearance on other platforms. The tool is freely available online\(^1\). A user documentation and examples are provided under the same link.

V. Case Study

The applicability of the presented tool is demonstrated on a case study of an Engine Management System (EMS). This case study is adapted from the results presented in [11]. The EMS consists of several subsystems which control the air and gas mixture which is injected into the cylinders. The Air Intake System (AIS) controls the amount of air via the throttle position, while the Fueling System (FS) controls the amount of gas which is injected per stroke. The Ignition System (IS) controls the exact time of the ignition, both FS and IS feed into the Injection Time and Ignition Time Actuation System (ITS).

For a smooth and energy efficient operation of the vehicle, several age constraints must be met. The complete EMS of this case study comprises 16 different tasks which three different periods (5 ms, 10 ms, and 20 ms)

Due to space limitations, we discuss only part of the complete EMS. The case study includes two cause-effect chains, \(\zeta_1\) and \(\zeta_2\), which are specified from the Mass Air Flow (MAF) input to the output for Ignition Time of cylinder 1 to 8 (TG1-8). The cause-effect chain \(\zeta_1\) is specified from the Engine Speed (ES) input up to TG1-8. Both chains span from the IS to the output of the ITS. 4 tasks with 3 different periods are involved (see Fig. 6) and WCETs of all tasks are set to 1 ms. We refer to [9] for a case study of the AIS.

A. Analysis of Latencies using MECHAniSer

Both specified cause-effect chains contain a number of runnables which are triggered at different periods. For the chain \(\zeta_1\) all four tasks are involved. The calculation of all data propagation paths results in 70 different paths, a minimum data age of 4 ms, and a maximum data age of 55 ms. The maximum possible data age exceeds the specified age constraint of 25 ms and the chain is not directly schedulable by the system. In the next step we will show how the tool generates job-level dependencies to remove the data propagation paths which exceed the constraint.

The second chain \(\zeta_2\) consists only of two tasks. Hence, the number of data propagation paths is smaller. Four paths are identified, with a minimum data age of 2 ms and a maximum data age of 20 ms. Here the specified age constraint of 20 ms is met without the need to specify job-level dependencies.

The required computation time for the analysis of the two chains is 5 ms and 2 ms for \(\zeta_1\) and \(\zeta_2\) respectively.

B. Synthesizing Job-Level Dependencies

The initial analysis of the two cause-effect chains revealed that, while \(\zeta_2\) meets its age constraint, \(\zeta_1\) does not. Hence job-level dependencies need to be generated in order to meet the constraint.

The tool generated three different job level dependencies in order to meet the constraint of the cause-effect chain. One job-level dependency was generated between each consecutive pair of tasks. This successfully reduces the maximum data age to 25 ms, allowing the cause-effect chain to meet its constraint.

\(^1\)http://www.mechaniser.com
The presence of the job-level dependencies further reduces the number of data propagation paths to 13. The required computation time is 19 ms. Since \( \zeta_2 \) is subset of \( \zeta_1 \), the specified job-level dependency between the last two tasks of the cause-effect chain can have influence on \( \zeta_2 \), hence \( \zeta_2 \) needs to be revaluated as well. The job-level dependency specified for the two tasks is defined between the first job of task \( \text{IgnTime}_C \) to the second job of task \( \text{IgnTime}_A \), the parameters are not influenced and the latency stays at 20 ms with 4 different data propagation paths.

VI. RELATED TOOLS

Many industrial standards specify constraints for the propagation of data through a chain of tasks [1], [2]. A detailed discussion of end-to-end delays is provided in [10]. The authors formally specify age- and reaction delays in multi-rate systems which communicate via register-communication and further develop a method to calculate end-to-end delays in such systems.

Several commercially available tools support the analysis of end-to-end delays in cause-effect chains. Examples are SymTA/S TraceAnalyzer for ECU’s [16], Rubus ICE [15], and Timing Architects Inspector [17].

To the best of our knowledge the analysis presented in [10] is implemented in these tools [18], [19]. EELAP [20] is an open source end-to-end analyzer for the ProCom [21] real-time component model. The tool is built on the analysis of [10]. All these tools however require an existing schedule in order to analyze the system. Hence, the calculation of end-to-end delays in early design phases is not supported.

Several works address systems where job-level dependencies are specified [5], [6], [7], [8]. The application model in these works is specified by the \textit{prelude} language [4] which specifies the rate-transition operation. On task level this operation is equivalent to a job-level dependency. The prelude compiler is available [22] and can generate synchronized multi-task C-code which then can be executed by the supported target OS. To the best of our knowledge, no tool exists that can automatically generate job-level dependencies in order to meet the end-to-end timing constraints.

VII. CONCLUSION AND FUTURE WORK

In this paper we presented MECHAniSer, the first tool for the analysis and synthesis of multi-rate cause-effect chains with specified job-level dependencies. The tool allows to analyze systems at early design phases, where detailed scheduling knowledge is not available. Further, the tool synthesizes job-level dependencies for a set of cause-effect chains in a way that all their end-to-end timing constraints are met. This allows such systems to be scheduled on any platform which supports these concepts [5], [6], [7], [8].

The tool provides its own XML format to store the project configurations but it also provides the possibility to import projects from existing tools and hence eases the design process. Multiple graphical views are provided to support the system designer and to ease the understanding of the data propagation in multi-rate cause-effect chains. Several extensions to the tool are possible. One limitation of the current implementation is the time granularity. Future versions of the tool will allow to specify time values in smaller granularity than ms. Besides data age, many industrial applications specify reaction constraints. Analysis for this type of constraint is currently not supported but will be part of future work.
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Abstract—We present a simulation framework, based on Simulink and an extension of the T-Res scheduling simulator tool, to help provide a better characterization of the very popular problem of scheduling and analysis of Adaptive Variable Rate Tasks (AVR) in engine control. The purpose of the tool is to go beyond the simplistic model that assumes hard deadlines for all tasks and to study the impact of scheduling decisions with respect to the functional implementations of the control algorithms and the true performance of the engine.

I. INTRODUCTION

The study of the schedulability conditions for engine control tasks (or adaptive variable rate - AVR) is gaining popularity in the real-time research community because of the novel nature of the problem and the special activation conditions that apply to some of the system tasks. These tasks are not periodic or sporadic, but are activated by the rotation of the engine crankshaft (a parameter of the physical controlled system). In addition, to compensate for the increased CPU load at high rotation speeds (and more frequent activation times), the code implementation of these tasks is defined in such a way that at given speed boundaries, the implementation is simplified and the execution time is reduced. A typical engine control application consists of time-driven periodic tasks with fixed periods, typically between a few milliseconds and 100 ms (see [1], page 152), and angular tasks triggered at specific crankshaft angles. The activation rate of such angular tasks hence varies with the engine speed (variable-rate tasks). For example, for engines where the speed varies from 500 to 6500 revolutions per minute (RPM), the interarrival times of the angular tasks range from about 10 to 120 ms (assuming a single activation per cycle).

With respect to the set of activation instants, the dependency from a physical phenomenon characterizes this problem as truly belonging to the class of problems in cyber-physical systems (CPS). However, in many papers the dependency of the timing and scheduling problem from the physics of the controlled system is restricted to the set of activation events and every other concern is hidden under the typical assumption of hard deadlines.

In reality, this problem (as many others) is representative of a class of control systems in which deadlines can be missed without catastrophic consequences, and the problem should actually be defined as a design optimization, where the objective is to select the controls implementations and the scheduling policy in such a way that a set of engine performance functions are optimized (including power, emissions, noise, pollution). These performance functions depend in complex ways from timing parameters, such as jitter and latency. Informally, the objective of the scheduler is not to miss too many deadlines or produce actuation signals that are too much delayed.

Formally, the problem is quite complex and extremely unlikely to be solved in a simple, closed analytical form or even with a general procedure for expressing the dependency of the performance from scheduling. This is the reason for the investigation of alternative approaches that are based on the simulation of the three system components in a joint environment:

- A model of the engine and the combustion process in it (the physical system or plant)
- A model of the engine controls
- A model of the task configuration and the scheduling

II. OUR SIMULATION FRAMEWORK FOR THE ANALYSIS OF THE PERFORMANCE IMPACT OF SCHEDULING

Our cosimulation framework follows the principles of CPS system analysis. It is based on the popular Simulink toolset and leverages the T-Res cosimulation environment for the simulation of the task scheduling [2].

For the development of the engine model we leveraged information from several sources, including engine models for the steady state and event-based models as described in [1] and other empirical models found online.

The engine controls are currently extremely simple and only contain a simple analytical formula that computes the angle of injection and the injection time that is defined by a calibration table.

Finally, the T-Res simulation framework described in [2] is used for modeling the scheduling delays.

III. EXTENDING T-RES FOR MODELING AVR TASKS

T-Res consists of a set of custom Simulink blocks representing tasks and kernels and allows to interface the Simulink simulation engine, acting as master, with a scheduling simulator in a co-simulation environment (see Figure 1). The scheduling simulator (we use RTSim [3], but the backend simulation engine can be changed) computes the scheduling delays and latches the outputs of the corresponding tasks until their simulated completion time. This allows to simulate delays in the production of output values and the corresponding impact on the control function.
T-Res provides a custom block for representing the kernel and its scheduler. The block is configured with the selection of the scheduling policy and the behavior in case of deadline (period) overrun. The kernel block provides a set of activation signals as output. These activation signals go to instances of the second type of custom blocks, representing tasks. Each task receives an activation signal from the kernel (indicating when the task begins or resumes execution), and is characterized by an execution time estimate (a configuration parameter), and a signal going back to the kernel and providing the amount of time that is still required by the task at each point in time. The task block produces as output a set of activation and latch signals for all the functional subsystems that are executed by the task.

With respect to the activation, sporadic tasks are characterized by an activation event going as input to the kernel block, or a periodic activation specification, provided as a configuration parameter to the kernel (for details, refer to [2]). The execution time description is provided to the kernel for each task using a simple language.

In the case of AVR tasks, the mode index is provided from a simple block that looks at the engine rotation speeds and, based on the speed range, defines the execution time that the task requires.

The task will have different execution times for different speed modes according to a specification of execution times as a function of the mode (speed) index provided as a workspace variable.

IV. SIMULINK MODELS OF THE ENGINE AND THE CONTROL TASKS

Figure 3 shows the model of the engine and the control functionality in Simulink. The blocks in the upper part of the figure represent the engine subsystems that are currently considered and includes the turbocharger, the compressor manifold, the intercooler, the intake and exhaust manifolds and the model of the engine cylinders. The subsystem on the bottom part of the figure wraps our model of the engine controller, with its outputs: the injection angle and duration and the VGT.

Figure 4 shows the subsystems realizing the controller functions and the task model of the controller. The model consists of a kernel (top left side), and four tasks on the bottom left side. One of the four tasks is an AVR, two are periodic and one represents background computations. The chains of subsystems on the right side represent the control functions implemented by the tasks. The second from the top contains the six subsystems that are executed by the AVR task (matching the six output signals from the AVR task block).

V. OBJECTIVE AND STATUS

A detailed modeling of the control function is necessary to better understand the impact of deadline misses or long latencies. Depending on the implementation of the control function, a deadline miss may result in a late actuation, or a missed actuation or even an actuation with old data. In our controls implementation, the AVR task computes the phase and duration of the injection and passes them to the task that simulates the injection actuators. Hence, a missed deadline results in actuating the injectors with the values computed in the previous cycle with a likely error in phase and duration with respect to the ideal values.

The objective of our framework is multifold:

- To understand the effect of the scheduling on the engine performance and to use the environment for analyzing the impact of scheduling policies and parameters, such as evaluating fixed priority vs EDF or different possible priority assignments and task configurations.
- To analyze the timing parameters that truly of interest for evaluating the performance of the engine and possibly attempt a characterization that isolates the attributes of interest. This includes, among others, the evaluation of schemes like m-k deadline misses, or overload management (maximum lateness).
• To better characterize the design problem consisting in the optimal selection of the transition speeds for AVR tasks.

Currently, within the assumptions of our model, the simulation is able to show how the scheduling delays result in errors in the angle/duration of the injection actuation. Figure 5 shows preliminary results. In the figure graph, the vertical axis shows the phase error in the actuation of the injection for a sample manoeuvre consisting of a sudden acceleration and a corresponding increase in the engine rotation speed from low to high values. Two graphs are plotted in the figure. The graph in red (lighter) color shows the angle error when the execution time of the AVR task is kept constant, regardless of the engine speed. At high rotations, the task misses deadlines and the injection angle error grows to almost 50 degrees. When the execution time of the AVR task is reduced at high rates, the scheduling delays are much lower and, correspondingly, the angle error of the injection is much lower, as shown by the blue line in the graph. The angular error in the injection is related to a variation (loss) in the power performance of the engine.

Our objective is to relate the errors in phase and duration of the injection to a possible loss of power, providing ways to analyze the impact of scheduling with respect to the first performance function of interest. However, even within the limited scope of power performance analysis, the evaluation of the scheduling impact (and the AVR characteristics of tasks), requires that the model includes multiple representations of the control functionality, one for each possible execution mode of the AVR tasks. When these are available, the model will provide an early capability of expressing the performance impact of control implementations at different levels of complexity (for variable execution times or WCETs). Clearly, this is only the initial objective, given that a realistic model should also include the characterization of pollution, noise and efficiency.

VI. RELATED WORK

The presentation of the task model in which engine control tasks are implemented with a variable computational requirements for increasing speeds is in [4]. These tasks are also referred to adaptive variable-rate (AVR). Analyzing the schedulability of tasks sets consisting of both periodic and AVR tasks is a difficult problem that has been addressed by several authors under various simplifying assumptions, under both fixed priority scheduling [5–7] and Earliest Deadline First (EDF) [8–10]. Other authors proposed methods for computing the exact interference [11] and the exact response time [7] of AVR tasks under fixed priority scheduling. It has been shown [10] that, given the large range of possible interarrival times of an AVR task, fixed priority scheduling is not the best choice for engine control systems since, while EDF exhibits a nearly optimal scheduling performance. Based on this fact, Apuzzo et al. [12] provided an operating system support for AVR tasks under the Erika Enterprise kernel [13].

All the papers considered above, however, focused on analyzing the schedulability of task sets consisting of periodic and AVR tasks, without any concern on engine performance. A performance-driven design approach has been addressed in [14] for finding the transition speeds that trigger the mode changes of an AVR task.

A very large number of projects target the evaluation of scheduling policies and the analysis of task implementations. A necessarily incomplete list includes Yartiss [15], ARTISST [16], Cheddar [17], and Stress [18].

Finally, TrueTime [19] is a freeware Matlab/Simulink-based simulation tool that has been developed at Lund University since 1999. It provides models of multi-tasking real-time kernels and networks that can be used in simulation models for networked embedded control systems. TrueTime is used by many research groups worldwide to study the (simulated) impact of latency and deadline misses on controls. In TrueTime, the model of task code is represented by code functions that are written in either Matlab or C++ code. Several research works investigate the consequences of computation (scheduling) and communication delays on controls. An overview on the subject can be found in [20].
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Abstract—Model-Based Development (MBD) is a common practice in the automotive industry to develop complex software, for instance, the control software for automotive engines, which are deployed on modern multi-core hardware architectures. Such an engine control system consists of different sub-systems, ranging from air system to the exhaust system. Each of these sub-systems, again, consists of software functions which are necessary to read from the sensors and write to the actuators. In this setting MBD provides indispensable means to model and implement the desired functionality, and to validate the functional, the non-functional, and in particular the real-time behavior against the requirements. Current industrial practice in model-based development completely relies on generative MBD, i.e., code generation to bridge the gap between model and implementation. An alternative approach, although not yet used in the automotive domain is model interpretation, the direct interpretation of the design models using interpretation engine running on top of the hardware. In this paper, we present a case study to investigate the applicability of model interpretation, in contrast to code generation, for the development of engine control systems. To this end, we model an engine cooling system, specifically the calculation of the engine-coolant temperature, using interpreted model based development, and discuss the benefits and low-lights compared to the existing code-generation practice.

I. INTRODUCTION

Model-Based Development (MBD), also frequently referred to as Model-Driven Engineering (MDE), denotes the use of models as the main artifacts to drive the development of systems. It has been profoundly reshaping and improving the design of software-intensive embedded systems specifically. Traditionally, model-driven development (based on code generation) is deployed in the automotive industry. Code generation is used to generate code from a higher level model and create a working application.

As mentioned in [4], Model-Based Development is being used for series development by a majority of the automotive companies. Especially in development phases i.e., system design and coding, the model-based design is used extensively. As mentioned in [7], this kind of MBD used by automotive suppliers and car manufacturers is called generative MBD, since code and other artifacts are automatically generated from the model.

The other fundamental approach to achieve applications from models is interpreted MBD. Interpreted MBD can be seen as a set of platform independent models that are directly interpreted by an execution engine running on top of the hardware, with or without an operating system.

The fact that models can be directly executable helps a great deal as the development cycle time can be shortened; and there is no distortion between the model and what is executed. Though, to the best of our knowledge, the technique of model interpretation remains unexplored in the automotive domain, it can facilitate and speed up the development, deployment and timing verification of applications with real-time constraints running on potentially complex hardware platforms. Verification also can be done more easily as defects will be caught earlier in the process since there is no difference between the model and the executable program. In this paper, we present a case-study to evaluate how interpreted MBD can be applied to an automotive software development scenario.

This paper is structured as follows. In Section II, we explain the state of the industrial practice of automotive function development. Section III describes an AUTOSAR-compliant engine-coolant temperature calculation function used as case-study. In Section IV, we discuss our modeling approach, and Section V presents the case study. Finally, Section VI summarizes the results and discusses the case study. Section VII concludes the paper.

II. AUTOMOTIVE FUNCTION DEVELOPMENT - STATE OF THE PRACTICE

We explain the state-of-the-art of the development of an automotive function using an automotive engine management software system, which are commonly developed using a Model Based Development (MBD). The engine is controlled by an Electronic Control Unit (ECU) that contains engine functions for different sub-systems.

The requirements of the engine functions are specified in one of the Application Life-cycle Management (ALM) suites and traced until its realization as ECU. In ALM, different tools are integrated to develop and maintain the software. For example, IBM has an ALM suite called IBM Rational Team Concert (RTC) where Rational DOORS is the requirements management tool that captures all the functional and non-functional requirements. These requirements are analyzed further to design the engine function. Popular Model Based
Design (MBD) tools are MATLAB/Simulink (MLSL) from Mathworks, ASCET-MD from ETAS, and SCADE Suite from ANSYS. These industrial MBD tools further generate code for engine functions using code generators. Each engine control function is further (unit-) tested and integrated into the ECU. Figure 1 shows the software function development flow practiced in the automotive industry. The system model of the engine captures the ideas and requirements. The model is an executable specification and can be simulated and rapid-prototyped to explore different design options. In the existing approach, the modeling environment is primarily used to describe the domain problem, in this case the engine function to be developed against the functional requirements. Domain experts and software designers are involved in this phase. The controller model is tested in a simulation environment (which includes the plant model, i.e. the engine) and this testing is called Model-in-the-Loop (MiL) testing to ensure that the model meets the requirements.

In the next step, the code is generated from the model using a code generator. Then, the code is verified under an engine model. This phase is referred to as Software-in-the-Loop (SiL) testing. Software developers are involved to test each engine function individually using unit testing. Next, the function is integrated with other existing engine functions in the integration phase by the Software integrators, typically a tier-one supplier. The complete engine software is then ported to the ECU hardware, which can be verified using a Hardware-in-the-Loop (HiL) testing system, such as PT-LABCAR, which realistically emulates vehicles I/Os.

In the current practice [3], the execution environment on the target is different from the execution within the modeling environment in terms of I/Os, scheduling and even in terms of generated code. Indeed, the target-generated code will be optimized towards the platform and thus be as efficient as possible. On the negative side, the build tool-chain must be available, and it takes a substantial amount of time to produce an executable program from the designed model (build time can require several 10s of minutes). Simulink and its block sets (like Simscape, Stateflow etc.) are examples for modeling environment and Embedded Coder is an example of the code generator for production code generation on a specific target processor. The generated code can be further customized to meet the requirements (e.g., with respect to safety). In the automotive software development, there is a high probability for mixed-mode development, where generated code is integrated with manually-developed functions.

III. AUTOSAR-COMPATIBLE ENGINE FUNCTION

The engine cooling system is an important part of the vehicle. It is responsible for maintaining optimum operating temperature. The coolant is circulated through the engine block with the help of an electric water pump. The coolant will reduce the temperature of the engine block and then will run through the radiator equipped with a fan to remove waste heat.

Figure 2 shows the physical layout of the engine-coolant temperature calculation which is considered as the use case to
present our modeling approach. The engine-coolant temperature sensor plays an indispensable role in the engine cooling system. Precise information about the temperature is essential due to various reasons: the data are used by the engine control unit to adjust the fuel injection and ignition timing. Further, the temperature value is used to control the cold starting of the engine, to control the calculation of the fuel quantity, and to control the fan speed of the electric cooling radiator. This data is also used to provide readings of the coolant temperature gauge to the dashboard to protect the engine from over-heating.

The engine-coolant temperature sensor is connected to the engine ECU through an analog to digital pin. The electrical output is obtained from the sensor that monitors the temperature of the engine-coolant. As per AUTOSAR design pattern catalogue for standard sensors, the overall system consists of 3 modules as depicted in Figure 3. Sensor/Actuator Components are special AUTOSAR software components which encapsulate the dependencies of the application on specific sensors or actuators. The AUTOSAR architecture takes care of hiding the specifics of the micro-controller (this is done in the micro-controller abstraction layer, MCAL, part of the AUTOSAR infrastructure running on the ECU) and the ECU electronics (handled by the ECU-Abstraction layer, also part of the AUTOSAR Basic Software).

The architecture of the engine-coolant temperature calculation function involves 3 AUTOSAR software components:

**Electrical Device Driver Layer (DrvrSnsrElec):**

The electrical value from the temperature sensor is read through the input pin and stored in the variable $ElecRaw$. The raw electrical signal ($ElecRaw$) is rugged against signal faults using the Low Pass Filter ($LPF$) and the filtered raw electrical signal ($ElecBascFild$) is obtained.

**Sensor Device Driver Layer (DevDrvrSnsr):**

At this stage, the raw electrical signal is converted into its physical temperature value ($Raw$) using a lookup-table, where the corresponding value is provided. The temperature value of the filtered electrical signal ($ElecBascFild$) is also obtained from the lookup-table and is provided to the next layer.

**Virtual Device Driver Layer (DevSnsrVirt):**

In this layer, the possible signal range check, electrical errors, cable interruption and sensor faults that may occur are identified. This is done in order that incorrect values from the sensor are not taken into account for the calculation in case of sensor malfunctioning. Other errors such as a cable interruption, short circuit to battery or sensor voltage saturation can also be detected and appropriate flags will be set:

- $ElecBascFildbit$ - The electrical validity bit shows that the sensor raw value is electrical valid.
- $ElecBascFildbitCommon$ - The common validity bit shows that the engine-coolant temperature as a whole is valid and can be transfered to the application Layer. Based on the temperature values calculated in this layer, the obtained temperature value ($Measd$) is compared with the estimated value ($Estimd$) from the application layer. This comparison determines the validity of the calculated value. If valid, the final temperature value ($Consld$) is sent to the application layer.

**IV. Function development - Proposed approach**

To the best of our knowledge, model interpretation for automotive function development has not been explored and experimented in the past. In case of model interpretation, a generic model-interpretation engine is implemented which executes the model of the engine function. As shown in Figure 4, the modeling environment includes the execution environment. Hence, the executable artifacts (i.e., model and execution engine) are available within this environment. The model interpretation can be launched within the development environment or on a target platform. In the latter case, the interpretation can run on top of an OS or directly on the hardware. There are two possible interpretation modes: simulation and real-time. Simulation mode is suited for the use in the design phase, where execution should be as fast as possible, which implies that the activation frequencies of the processes

![AUTOSAR design pattern for a standard sensor](image-url)
are not respected and they execute (conceptually) in zero time. Typically, executing in simulation mode is several orders of magnitude faster than in the real-time mode. Real-time mode is for the execution of the program with the actual desired temporal behavior of the application.

![Fig. 4. An integrated environment, here the CPAL-Editor, with the code of the model, the Gantt chart of the processes activations and the possibility to execute the models in simulation and real-time mode both locally or on a target.](image)

To ensure that simulation reflects the real-time behavior on the target platform, timing annotations (e.g., execution time latencies, jitters, etc) can be introduced in simulation mode. Those timing annotations can be derived from measurements on the target architecture, from WCET analysis and, possibly, by schedulability analysis if other software components can interfere with the function under development. Timing accurate simulation thus provides benefits to identify faults in design phase itself, earlier, thus than with the traditional design process.

As the model itself can be executed, no additional artifacts are needed, and, unlike in the traditional generative MBD, no target specific code is generated. Instead, the specifics of the platform are taken care by the interpretation engine. Further steps of the application development, such as compilation of source code to object code and the linking stage to produce the executable program, are not required.

V. A CASE STUDY - ENGINE-COOLANT TEMPERATURE CALCULATION

The model of the engine-coolant system is developed in the CPAL (Cyber Physical Action Language, see [1, 6]), which is a new language to model, simulate, verify and program Cyber Physical Systems. CPAL\(^1\) is a language jointly developed by our research group at the University of Luxembourg and the company RTaW. Many industrial use-cases are demonstrated [5] using CPAL in the past.

The model-based environment of CPAL consists of a single integrated development environment, i.e., the CPAL-Editor. The CPAL editor, combines the design, simulation, execution (both locally and on a target), visualization of the functional architecture and execution chronogram in one integrated environment. The model-interpretation engine is specific to the target platform. This interpretation engine can be executed on top of an operating system or without an operating system, the latter being called Bare-Metal Model Interpretation (BMMI). CPAL BMMI is available on the NXP Semiconductors Freedom-K64F, a low-cost development platform which is form-factor compatible with the Arduino R3 pin layout. The experiments in this study are performed on a Raspberry Pi equipped with a multi-core ARM Cortex-A7 processor operating at 900 MHz running Raspbian OS.

A typical engine-coolant temperature sensor can measure in the range \(-40^\circ C\) to \(+150^\circ C\). In our case study, we have considered a Negative Temperature Coefficient (NTC) type sensor with an operating voltage as 3.3V. Figure 5 shows the experimental setup which aims to mimic the engine cooling system. The MCP3008 is an external ADC interface which is connected to the processor using the Serial Peripheral Interface (SPI). The sensor software component is modeled according to the AUTOSAR design catalog described in Section III. The speed of the electric fan is controlled based on the measured temperature.

![Fig. 5. Experimental set-up - Sensor interfacing to hardware](image)
step execution, or uninterrupted execution for a pre-defined duration.

Fig. 6. CPAL model and execution environment under real-time mode

Since it is an interpretation-based execution environment, the user can list and change the values of global variables at run-time, as well as execute additional code statements. In non-interactive mode, the program is executed indefinitely or for a specified duration without requiring additional user inputs.

VI. RESULTS AND DISCUSSIONS

From the case-study experience, we present our proposed development flow for function development. Figure 7 shows the development flow of model interpreted approach to develop an engine function.

Fig. 7. Model interpreted engine function development flow - steps and stakeholders involved

a) Model interpreted development steps: In the first step all functional, non-functional including timing requirements of the engine function are collected. These are further analyzed by domain experts. The specifications are implemented in CPAL (step 2 - system design in Figure 7). During the development, as soon as the function model is updated the functional architecture, and other views created out of the model such as execution Gantt charts, are automatically updated too (step 3) which is done in the background along with the modifications. This allows the designer to immediately visualize and understand the effects of the changes made, without the need for building the executable and running it in debug mode. The latest version of the model is always available to execute, be it in simulation mode or real-time mode, locally or on a target. Typically performed once the simulation is satisfactory (step 4), the execution in real-time mode (step 5) helps the designer to assess the performances on the target, enabling rapid-prototyping. If simulation or execution in real-time mode highlights faults, the model is refined in an iterative process. From the development of the engine-coolant temperature calculation function, we here summarize the benefits and differences against the existing generative MBD approach.

b) Adapting to requirement changes is faster: The most important benefit of model interpretation is that changes in the model do not require an explicit regeneration/rebuild/retest/redeploy step. This shortens significantly the turnaround time and, in some scenarios, the overall change management process (how changes in the requirements are implemented). Although it is not available in CPAL yet, it would be possible for models to be updated at run-time, without the need to stop the running application, hence improving productivity. Also, since no artifacts are generated, the build times can be also reduced. Depending on the specific use case, an interpreter combined with model can even require less memory than generated code.

c) Finding failures in model is easier: Failures during the testing phase, after all modules have been integrated, expose problems that are clearly in the model, since the model itself is executed. Unlike with code generation, there is no need to trace back from the generated artifacts where the failure occurred in the model, which is often hard. On the other hand, debugging models at run time is possible. Since the model is available at run-time, it is possible to debug function models by stepping through them at run-time (e.g., we can add breakpoints at the model level). When debugging at model level is possible, domain experts can debug their own models (e.g., step-by-step) and adapt the functional behavior of an application based on this debugging. This can be very helpful when, for example, complex control or data-flows are involved.

d) Portability and hardware independence: Portability is another advantage of model interpretation. An interpreter in principle creates a platform independent target to execute the model. By rewriting only the hardware-specific components, it is possible to develop an interpreter which runs on multiple platforms, as it is the case for CPAL. In case of code generation, we need to make sure we generate code that is specific to the platform. In case of model interpretation, the interpreter handles the platform-specific adaptation.

A notable advantage of the model interpretation is that it hides the complexity of the hardware platform away from the programmer making it easier to configure the run-time environment and deploy the application. Indeed, easier deployment is an important difference. When code generation is used, we often see that we need to open the generated source code in an Integrated Development Environment (IDE) to analyze the program and build it from there to create the final application.
In case of BMMI, we just have to upload the model and reset the target, or, when the interpreter is hosted by an OS, execute it within the development environment or in command-line (possibly on a target through a script). Hence, it is much easier for domain experts to deploy and test an application, instead of only modeling it.

- **Benefits of single integrated environment:** The important difference between interpreted approach and generative is that domain experts and software developers can work together around a single integrated environment and on a single model. As shown in Figure 8, the integrated modeling environment provides a graphical view of the architecture of the designed function model. This model can be used by domain experts for functional analysis and verification, and by software engineers to do function development and testing from day one on.

![Software architecture of the coolant temperature calculation](image)

**Fig. 8.** Software architecture of the coolant temperature calculation

### VII. Conclusions

Code generation is the standard practice in the industry for MBD of embedded systems, and this holds true in particular for engine function development. In this paper, we discuss a model-interpretation development flow that is exemplified with the development of an engine coolant temperature calculation by an AUTOSAR compliant software architecture. By comparison with the usual development chains relying on code-generation and based on the case-study, we discuss the benefits of model interpretation which includes simplicity, productivity and early-stage verification possibility, specifically in the time dimension. For instance, CPAL, the model-based development environment that we have chosen for our case study, already provides the basic mechanisms to offer timing-realistic simulation early in the design process. Our ongoing work is on a method to automate the derivation of the temporal quality-of-service required by a software module and, leveraging on model-interpretation, enforce it at run-time.

Although model-interpretation brings advantages, it is not going to cover all use-cases. The main reason is that model interpretation is intrinsically slower than compiled code. There are ways to mitigate this drawback in production code such as calling binary code from interpreted code (e.g., legacy code or specialized functions) or, possibly, selectively generating code for the computation-intensive portions of the model. Interpretation and code generation are often seen as two alternatives, not as a continuum. However, one may also imagine relying on model-interpretation, and benefits from the associated productivity gains, until the function/ECU meets all functional requirements, and then switch to code-generation for production code. This remains to be investigated in the future works.
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Abstract—The problem of scheduling mixed-criticality (MC) task systems is known to be NP-Hard, and as a consequence the performance of MC scheduling algorithms is frequently assessed using experimental evaluations based on randomly generated tasksets. It is therefore important to have a thorough understanding of all the parameters that impact the algorithms and a taskset generation procedure that is fair with respect to those parameters. Although there are a few popular taskset generators, there is no evaluation of the fairness properties of those generators. In fact, there is no existing study on identifying all the parameters that are relevant in the evaluation of MC scheduling algorithms. We address this shortcoming in this paper, and present a set of essential fairness properties for MC taskset generators. We also develop a new taskset generator and show that it satisfies those fairness properties. Finally, we evaluate the performance of multi-core MC scheduling algorithms using the generator, and provide new insights on the performance of those algorithms with respect to several taskset parameters.

I. INTRODUCTION

Mixed-Criticality (MC) scheduling has received a lot of attention in the real-time literature ever since Vestal proposed the MC task model [1]. This is mainly because of the practical relevance of MC systems in safety-critical industries such as avionics and automotive. There have been several studies, both on single- as well as multi-cores, focusing on the design of scheduling algorithms for the MC task model; see [2] for review. One way to evaluate algorithm performance is analytical, wherein metrics such as speed-up bound [3] are derived. For MC systems it has been shown that the scheduling problem is NP-Hard [4]. Consequently, the only known analytical performance results are in terms of speed-up bounds.

Another mechanism to evaluate algorithm performance is experimental, wherein a taskset generator is used to generate a variety of MC task systems, and the algorithms are evaluated by testing their schedulability on these task systems. The driving principle behind such experimental evaluation is that as long as the set of generated task systems is “fair”, meaning not biased in terms of the parameters used to define the task system, the resulting comparisons provide a fair assessment on the relative performance of the algorithms. Although, unlike speed-up bounds, these evaluations do not provide any analytical guarantees, they are being increasingly used in the evaluation of MC algorithms [5], [6], [7], [8]. This trend is because of two factors: 1) For many algorithms such as those based on heuristics or non-trivial schedulability tests (e.g., those derived from demand bound functions), it is extremely hard, if not impossible, to derive these speed-up bounds. 2) For algorithms with known speed-up bounds such as EDF-VD, either the bounds are not very tight as in constrained-deadline task systems, or the bounds are not representative of the performance of the algorithm in practice. For example, although EDF-VD has an optimal speed-up bound of 4/3 for dual-criticality implicit-deadline task systems [9], its performance is shown to be relatively poor in experimental evaluations [5]. Thus, in the absence of tight analytical results on the performance of MC algorithms, it is important to design taskset generators that enable a fair experimental evaluation.

There have been few studies on taskset generators for MC systems ([5], [6], [7], [8], [10], [11]). Although they present different taskset generation algorithms, there is no work which methodically considers all the parameters that impact the performance of MC algorithms. As a consequence, there is neither any clear understanding of what constitutes a fair MC taskset generator, nor is there any discussion in these studies on the fairness properties of the generators themselves. Note that, when compared to non-MC systems, a much larger number of parameters affect the performance of MC algorithms. This is because tasks in MC systems have additional parameters such as resource utilization values at different confidence levels, and further these parameters are known to have a significant impact on algorithm performance. In this paper, we address this challenging problem by first presenting the principles that govern the fairness of a MC taskset generator. We then present a novel taskset generation algorithm for MC systems and show that it satisfies these principles. Similar to the UUnifast algorithm for single-core non-MC systems [12] and MRandFixedSum algorithm for multi-core non-MC systems [13], we believe that the taskset generation algorithm presented here can be used to experimentally evaluate MC algorithms in a fair manner. Thus, the contributions of this paper can be summarized as follows:

- We present the fairness properties (Section III-A) for any MC taskset generator based on all the parameters that affect the performance of MC scheduling algorithms. We identify some new parameters that influence schedulability, which were not considered in the existing generators.
- We propose a MC taskset generator that generates tasksets satisfying the above fairness properties (Section III-B).
- We present extensive experimental evaluation for multicore MC scheduling algorithms with the proposed taskset generator (Section IV).
II. SYSTEM MODEL

In this section we define our system model. We restrict our model to a dual-criticality system (namely LO and HI).

**Tasks:** We consider a sporadic taskset \( \tau \), in which each MC task \( \tau_i \) is characterized by a tuple \((T_i, C_l, C_h, D_i)\), where

- \( T_i \in \mathbb{R}^+ \) is the minimum release separation time,
- \( C_l \in \{LO, HI\} \) is the criticality level,
- \( C_l \in \mathbb{R}^+ \) is the vector of Worst-Case Execution Time (WCET) values - one for each criticality level. \( C_l^H \) and \( C_l^L \) are the LO- and HI-criticality WCET values respectively; we assume \( C_l^H \leq C_l^L \) and,
- \( D_i \in \mathbb{R}^+ \) is the relative deadline; for implicit deadlines \( D_i = T_i \) and for constrained deadlines \( D_i \leq T_i \).

**Taskset:** We consider a dual-criticality sporadic taskset \( \tau \) with \( n \) tasks, where a task \( \tau_i \) represents an infinite number of job releases. LO- and HI-criticality utilization of a task \( \tau_i \) is defined as \( u_i^L = C_l^i / T_i \) and \( u_i^H = C_h^i / T_i \) respectively. System-level normalized utilizations are defined as \( U_i^L = \sum_{\tau_i \in \mathcal{L}} u_i^L / m \), \( U_i^H = \sum_{\tau_i \in \mathcal{H}} u_i^H / m \) and \( U_i^L = \sum_{\tau_i \in \mathcal{H}} u_i^L / m \), where \( m \) is the number of cores.

**MC Modes:** The system is said to be in LO-criticality mode or LO-mode if all the tasks \( \tau_i \in \mathcal{L} \) signal completion before exceeding LO-WCET. The system is said to be in HI-criticality mode or HI-mode if any HI-task \( \tau_i \in \mathcal{H} \) executes beyond its LO-WCET and signals completion before exceeding its HI-WCET. Mode switch is defined as the change in criticality level of the system from LO to HI. All LO-tasks are immediately discarded by the system at mode switch. We focus on the above MC model because this is the standard model in many studies on MC scheduling.

III. FAIRNESS AND TASKSET GENERATOR

In this section we describe the fairness properties that are essential for any MC taskset generator. We also describe our new taskset generator \( \text{MC-FairGen} \), and compare its fairness properties against several existing generators.

**A. Essential Fairness Properties**

The performance of MC scheduling algorithms depend on several taskset parameters. Among them, the most important include task periods and deadlines, proportion of LO- and HI-criticality tasks, maximum individual task utilization, and system utilization parameters \( |U_i^H - (U_i^L + U_i^H)| \), \( |U_i^L - U_i^L| \) and \( |U_i^L - U_i^H| \). The minimum required number of tasks in the system is \( m + 1 \). The total utilization \( U_B = \max (U_i^L, U_i^H + U_i^L) \) must range across all possible values. Thus, the essential fairness properties can be summarized as follows.

1) **Period:** Task periods must be chosen from a wide range and should have an appropriate distribution that is not biased. One way to achieve this is by choosing periods using uniform or log-uniform distribution. It has been shown that fixed-priority algorithms perform well when periods are chosen using log-uniform distribution [13].

2) **Deadline:** Task deadlines, in the case of constrained-deadline tasksets, must also be drawn from an appropriate distribution that is not biased. For example, drawing deadline values from a uniform distribution between \( C_i^H \) (or \( C_i^L \)) and \( T_i \) is one way to achieve this.

3) **Criticality:** The percentage of HI-criticality tasks in a taskset must also have an appropriate unbiased distribution (e.g., uniform across the scale from 0 to 100). The performance of algorithms (such as criticality-aware partitioning [7]) tend to vary when there are very few LO- or HI-criticality tasks in a taskset. Therefore it is essential to consider the boundary cases for this parameter.

4) **Maximum Task Utilization:** Maximum individual task utilization, \( \max \{ \max_i(u_i^L), \max_i(u_i^H) \} \), must be fairly distributed across the range \([0, 1]\).

5) **System Utilization:** The normalized utilizations of a MC taskset include \( U_i^H, U_i^L \) and \( U_i^L \). The three important parameters related to these utilizations are total utilization difference \( |U_i^H - (U_i^L + U_i^H)| \), LO-mode utilization difference \( |U_i^L - U_i^L| \) and HI-criticality utilization difference \( |U_i^H - U_i^H| \). Most of the algorithms tend to perform relatively poorly as these parameters increase in value. It is therefore essential that these three parameters are fairly distributed across the range \([0, 1]\).

6) **Independence of Parameter Distributions:** To gain further insights into behaviour of MC algorithms, beyond what could be obtained from the overall schedulability evaluations, it is necessary to evaluate them against specific parameters independent of remaining parameters. Therefore, it is essential that for each parameter, the remaining parameters are fairly distributed across possible values.

In the past, studies have used other parameters such as ‘criticality factor’ ([14], [5], [15], [6], [8], [11]) and ‘number of tasks’ [14] in their generator. Criticality factor is defined as the ratio of HI-mode to LO-mode utilization of a HI-task. Varying the criticality factor indirectly impacts the HI-criticality utilization difference \( |U_i^H - U_i^H| \). This variation in utilization difference is captured by the system utilization property. Further, by fixing the criticality factor, the maximum task utilization \( \max(u_i^H) \) is restricted as a function of \( u_i^L \). It is therefore reasonable to choose system utilization parameters rather than criticality factor. Whereas, varying the number of tasks impacts the individual utilization of tasks. This parameter is captured by the maximum task utilization property.

**Extension to Multi-Criticality:** These properties can also be generalized to multi-criticality systems. The period and deadline properties remain the same. Extending criticality property to multi-criticality requires all possible values of task criticality to be considered for each criticality level. Extending the maximum task utilization property is quite straightforward; it needs to consider task utilizations across all the criticality levels. To extend the system utilization property one needs to consider all combinations of system utilization differences. For example, the property on total utilization difference \( |U_i^H - (U_i^L + U_i^H)| \) needs to be expanded to consider the utilization difference between all pairs of adjacent criticality levels.
Algorithm 1 MC-FairGen

**Input:** $m, u_{\text{min}}, u_{\text{max}}$

**Output:** Taskset $\tau$

1: for $U^H \in [0.1, 0.2, \ldots, 1.0]$ do
2:     for $U^L \in [0.05, 0.15, \ldots, U^H]$ do
3:         for $U^L \in [0.05, 0.15, \ldots, 1 - U^H]$ do
4:             for $P^H \in [0.1, 0.2, \ldots, 0.9]$ do
5:                 Minimum required total HI-tasks, $N^H_{\text{min}} = \lceil (U^H \ast m) / u_{\text{max}} \rceil$
6:                 Minimum required total LO-tasks, $N^L_{\text{min}} = \lceil (U^L \ast m) / u_{\text{max}} \rceil$
7:                 Minimum required total tasks, $N_{\text{min}} = \max(m + 1, \lceil (N^H_{\text{min}} / P^H) \rceil, \lceil (N^L_{\text{min}} / (1 - P^H)) \rceil )$
8:                 Total tasks, $N = \text{uniform}[N_{\text{min}}, 10 \ast m]$
9:                 Total HI-tasks, $N^H = \max((P^H \ast N), N^H_{\text{min}})$
10:                Total LO-tasks, $N^L = N - N^H$
11:               $\forall i \in N$, the period $T^i = \text{uniform}[5, 100]$
12:               HI-task HI-utilizations $\{u^H_i\} = \text{MRandFixedSum}(U^H \ast m, N^H, \text{min}, \text{max})$
13:               HI-task LO-utilizations $\{u^L_i\} = \text{BoundedUniform}(U^L, U^H, m, N^L, \text{min}, \text{max})$
14:               LO-task utilizations $\{u^L_i\} = \text{MRandFixedSum}(U^L \ast m, N^L, \text{min}, \text{max})$
15:               $\forall i \in N$, the execution requirement $C^H_i = u^H_i \ast T^i$
16:               $\forall i \in N^H$, the execution requirement $C^H_i = u^H_i \ast T^i$
17:               $\forall i \in N^L$, the relative deadline $D^i = \text{uniform}[C^H_i, T^i]$
18:               $\forall i \in N^H$, the relative deadline $D^i = \text{uniform}[C^H_i, T^i]$
19:             end for
20:         end for
21:     end for
22: end for

B. MC-FairGen Taskset Generator

The taskset parameters considered in our generator are described as follows:

- Minimum and maximum individual task utilization $u_{\text{min}}$ (= 0.0001) and $u_{\text{max}}$ (= 0.99). $u_{\text{min}}$ is required to guarantee all possible values for the percentage of HI-criticality tasks in a taskset. $u_{\text{max}}$ is required to ensure a reasonable execution time for many schedulability tests, particularly those based on demand bound functions.
- $m \in [2, 8]$ determines the total number of cores.

MC-FairGen is described in Algorithm 1. The minimum required total HI-tasks ($N^H_{\text{min}}$) and total LO-tasks ($N^L_{\text{min}}$) in the system is given by Steps 5 and 6 in Algorithm 1. The ceiling of utilization bound ensures individual task utilization to be less than 1. The division by $u_{\text{max}}$ allows task utilizations to be bounded by $u_{\text{max}}$. The minimum required total tasks in the system $N_{\text{min}}$ is given by Step 7, which ensures the percentage of HI-criticality tasks $P^H$. Further, it lower bounds the number of tasks in the system by $m + 1$. The total number of tasks in the system is then determined uniformly at random from $[N_{\text{min}}, 10 \ast m]$. The upper bound $(10 \ast m)$ on the number of tasks in the system is to allow for all possible values of $P^H$. HI-task HI-utilizations $\{u^H_i\}$ and LO-task utilizations $\{u^L_i\}$ are obtained using $\text{MRandFixedSum}$ algorithm [13].

HI-task LO-utilizations $\{u^L_i\}$ are obtained using $\text{BoundedUniform}$ shown in Algorithm 2. $\text{BoundedUniform}$ sorts the $\{u^H_i\}$ values in descending order, and for each $u^H_i$ it assigns $u^L_i$ subject to two conditions: (1) sum of the total allocated $u^L_i$ and total minimum remaining $u^L_i$ do not exceed the utilization bound($m \ast U^H_i$) and (2) each $u^L_i \leq U^H_i$.

Algorithm 2 BoundedUniform

**Input:** $U^L, U^H, m, N^H, u_{\text{min}}, \{u^H_i\}$

**Output:** $\{u^L_i\}$

1: Sort $\{u^H_i\}$ in decreasing order
2: $U^L_{\text{rem}} = U^L \ast m$
3: $U^H_{\text{rem}} = U^H \ast m$
4: $N^H_{\text{rem}} = N^H - 1$
5: for $u_i \in \{u^H_i\}$ do
6:     $U^L_{\text{rem}} = U^L_{\text{rem}} - u_i$
7:     $u^L_i = \text{uniform}(\max(u_{\text{min}}, U^L_{\text{rem}} - U^H_{\text{rem}}), \min(U^L_{\text{rem}} - (N^H_{\text{rem}} \ast u_{\text{min}}), u_i))$
8:     $N^H_{\text{rem}} = N^H_{\text{rem}} - 1$
9:     $U^L_{\text{rem}} = U^L_{\text{rem}} - u^L_i$
10: end for

C. Fairness Properties of MC-FairGen

1) Period, Deadline and Criticality: MC-FairGen explicitly considers these fairness properties in the taskset generation process. All the three parameters are drawn from uniform distribution.

2) Maximum Task Utilization: Given system utilization values and number of tasks, $\text{MRandFixedSum}$ draws task utilization values uniformly from the given range [13]. Since we consider all possible combinations of system
utilization values, the resulting tasksets have a folded normal distribution for $\max\{\max_i(u^H_i), \max_i(u^L_i)\}$ with mean ($\mu$) 1.0 and standard deviation ($\sigma$) 0.46. We propose classifying the tasksets into two equal-sized classes based on the value of maximum task utilization. That is, tasksets with maximum task utilization no more than $\mu(1 - 3\sigma/4) = 0.655$ would be categorized into the “small” class, and those with value greater than this bound would be categorized into the “large” class. Figure 2a shows the performance of MC algorithms for values of maximum task utilization. We can observe that the variation in performance is not uniform across the parameter values; the performance drop is significant for larger values when compared to smaller values. This is consistent with the classification presented above; algorithm performance is more or less stable when maximum task utilization values are in the small class, and only decrease when these values are in the large class. Hence, based on this classification, we can claim that MC-FairGen satisfies the fairness property for this parameter.

3) System Utilization: Figure 1 shows the distribution of three system utilization differences for our generator. It can be seen that all the distributions are either normal or folded normal, as in the case of maximum task utilization. Therefore, we again classify each of these parameters into two classes, “small” and “large”, as above. The cut-off values for this classification are as follows: 0.2 for $|U^H - (U^L_H + U^L_L)|$, 0.2 for $|U^L_H - U^L_L|$ and 0.35 for $|U^H_H - U^H_L|$. To verify that this classification is reasonable in terms of ensuring fairness with respect to the existing algorithms, we present the variation in schedulability as a function of $|U^H - (U^H_H + U^L_L)|$ in Figure 2b. As can be observed, the variation in performance is significant when the parameter value is less than 0.2, and minimal when the parameter value is greater than 0.2. That is, the variation is not uniform across this parameter. Although we do not present figures for the other two parameters due to lack of space, similar results have been observed. Thus, based on this classification of the system utilization parameters, we can claim that MC-FairGen satisfies the corresponding fairness property.

4) Independence of Parameter Distributions: To evaluate the schedulability performance of an algorithm against a particular parameter, it is necessary to negate the impact of all the other parameters. Let us consider the parameter $|U^H - (U^L_H + U^L_L)|$ whose metrics are shown in Table I. 50.41% of the tasksets are in the small class and 49.59% of the tasksets are in the large class with respect to this parameter. In each of these two classes, the distribution of tasksets for the remaining parameters is also well distributed. Note that for task periods, deadlines and criticality distribution, since we choose them independently using uniform distribution, they would also be fairly distributed in these two classes. Similar metrics have been observed for the remaining parameters as well, but we do not present them here for brevity. Thus, we can conclude that MC-FairGen also satisfies the independence of parameter distribution property.

**Discussion on uniform distribution:** In MC systems, it is extremely challenging, if not impossible, to have a uniform distribution across system utilization and maximum task utilization parameters. This is due to the constraints between the parameters.

The three system utilizations $U^H_H, U^L_H$ and $U^L_L$ characterize an MC system. Any valid MC system should satisfy the following two conditions: 1) $U^H_H \geq U^L_H$ and 2) $U^H_H + U^L_L \leq 1$. Satisfying the above two conditions restricts the range of values for some utilizations. Given an $U^H_H$ value, $U^L_H$ is bounded by $U^H_H$, and given an $U^H_H$ value, $U^L_L$ is bounded by 1-$U^H_H$. Say, we want to have a uniform distribution for the $|U^H_H - (U^L_H + U^L_L)|$ parameter. Lets fix $U^H_H$ for a given $|U^H_H - (U^L_H + U^L_L)|$ value.
TABLE I: Total System Utilization Difference $|U_H^H - (U_L^H + U_L^L)|$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Classification</th>
<th>% of Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>U_H^H - (U_L^H + U_L^L)</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>49.59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification</th>
<th>Small</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>U_L^H - U_L^L</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>U_H^H - U_L^L</td>
<td>$</td>
</tr>
<tr>
<td>$\max{\max(u_H^H), \max(u_L^L)}$</td>
<td>51.15</td>
<td>48.85</td>
</tr>
</tbody>
</table>

Then we have two choices when picking $(U_L^H + U_L^L)$. Picking $U_L^H$ or $U_L^L$ decides the other parameter. One thing to consider here is that $U_H^H$ value is restricted by $U_L^H$. This in turn restricts the $U_L^L$ value, thereby affecting the distribution of the other two parameters $|U_H^H - U_L^L|$ and $|U_H^H - U_H^L|$. Therefore, it is reasonable to consider a normal distribution for the parameters rather than a uniform distribution, particularly given the performance variation of existing scheduling algorithms.

D. Comparison of Existing Generators

In this section we evaluate the existing MC taskset generators in terms of the fairness properties presented in Section III-A. We classify the existing set of generators into two major categories. The group of generators that consider the same utilization bound for both LO- and HI-mode utilizations $(U_L^H + U_L^L$ and $U_H^H$) fall under the first category. The group of generators that consider independent utilization bounds for LO- and HI-mode fall in the second category (denoted as class D). We further classify the first category into three classes (denoted as A, B, and C) based on their taskset properties.

All the existing generators consider the period and deadline property. Class A generators [8] do not consider the maximum task utilization property. They have the property that all the generated tasksets are confined to small system utilization values. Like Class A, Class B generators ([14], [5], [6], [15], [11]) also do not satisfy the maximum task utilization property. Unlike Class A however, the generated tasksets of these class of generators are not confined to small system utilization values. Class C generators ([10], [16]) consider all the fairness properties except the system utilization properties through a set of different experiments. However, these class of generators have a high taskset discard ratio when the utilization bounds are small. Class D [7] is a reasonable generator for MC systems because it considers independent utilization bounds for LO- and HI-mode utilization. It however considers a fixed number of HI-criticality tasks in the generation process, and hence does not satisfy the criticality property. None of the above generators satisfy the system utilization properties. Thus, it is reasonable to conclude that none of the existing generators adhere to all the fairness properties listed in Section III-A.

IV. EXPERIMENTS AND RESULTS

In this section we evaluate the schedulability performance of multi-core MC scheduling algorithms using MC-FairGen. These include global fpEDF [16], partitioned EDF_VD [16], global fixed-priority [15], global fluid [10], an extension of GREEDY [5] with first-fit packing strategy [7], another extension of GREEDY with both worst-fit and first-fit strategy [7] and MPVD with heavy low-critical task aware allocation [8] represented as GLO-EDF_VD, PAR-EDF_VD, GLO-FP, GLO-FLUID, PAR-FP, PAR-WF_FF and PAR-MPVD respectively. All the results presented are for implicit deadline task systems with uniform distribution of task periods and deadlines. Similar results were obtained for constrained deadlines. We also evaluated for log-uniform distribution of periods and deadlines, and found that there was not much variation in the performance of the algorithms except for FP scheduling. We therefore do not present them here for brevity.

In Figure 3 we present the overall schedulability of the algorithms. We plot the acceptance ratios of the algorithms i.e., fraction of schedulable tasksets, versus total utilization $U_B$ varying over $m \in \{2, 8\}$. Each data point corresponds to at least 5000 tasksets. For $m = 2$, the partitioned demand bound function (DBF) based tests perform better than the other algorithms as shown in Figure 3a. The results obtained are consistent with the results from previous studies except for the partitioned algorithms [10].

When normalized utilization nears 1.0, the performance of PAR-FP and PAR-WF_FF algorithms drop significantly compared to PAR-MPVD. The reason is that the partitioning
The performance of PAR-MPVD shown here is contradicting to the one presented in [11]. PAR-MPVD is known to perform better when there are heavy LO-critical tasks. As the generator in [11] generates tasks only in low utilization ranges, it negatively affects the performance of PAR-MPVD.

To provide further insights on how algorithms perform with respect to specific parameters, we also present the performance results varying individual parameters. For brevity, we only present the schedulability results based on varying system utilization parameters i.e., $|U^H_H - (U^H_H + U^L_L)|$, $|U^L_H - U^L_L|$ and $|U^H_H - U^H_L|$ in Figure 4. All the algorithms perform well in the first class, where the three parameter values are small, and perform poorly when the values become large. GLO-FLUID algorithm performs well when $|U^H_H - (U^H_H + U^L_L)|$ is large as it mainly optimizes HI-mode execution, and performs poorly when $|U^L_H - U^L_L|$ or $|U^H_H - U^L_L|$ becomes large. All DBF based tests have more impact on $|U^L_H - U^L_L|$ and $|U^H_H - U^H_L|$ parameters when compared to $|U^H_H - (U^H_H + U^L_L)|$.

V. Summary

Taskset generators are an important tool in the evaluation of MC scheduling algorithms, mainly due to the hardness of these algorithms and the lack of quantifiable metrics such as speed-up bounds. In this paper we identified the factors that affect the schedulability of MC scheduling algorithms and presented the fairness properties that govern any MC taskset generator. We also proposed a new generator called MC-FairGen capable of generating tasksets that satisfy the fairness properties. We evaluated the performance of multi-core MC algorithms using the proposed generator. These evaluations have provided some new insights on how individual taskset parameters affect the existing algorithms, and could be used to develop improved algorithms in the future.
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Abstract—In this work, we propose to detail the mixed-criticality integration inside our network simulator ARTEMIS. The objective here is to propose a solution to manage and simulate concrete criticality level changes inside network infrastructures, in order to focus on a network topology reconfiguration w.r.t to critical and non-critical messages evolutions. Through a transmission time computation model based on a probabilistic approach, we propose a solution to generate flowsets integrating mixed-criticality, in order to simulate the scheduling of these flowsets through different topologies.

I. INTRODUCTION

A. About real-time simulation

In strongly constrained industrial domains like spacecraft, public transports or aircraft, reliability and performances are two fundamental objectives which imply defining strict timeliness constraints to prevent system failures. It seems obvious for everyone to imagine the huge human disaster represented by an aircraft network crash at landing, not to mention the financial impact of such events.

As a matter of fact, new protocols and architectures in real-time networks must be certified before being deployed on industrial structures. These protocols have to be analyzed, verified and tested to be proved reliable and safe to be implemented. But operating the tests directly on real physical systems can appear to be very costly. As a conclusion, these real tests should done when most of the protocol has already been validated. That is why, in order to prepare and run performances and reliability tests replacing some of the physical tests, we need to define simulation tools.

For the real-time network simulation, we propose a dedicated network simulator. This simulator is called Another Real-Time Engine for Message-Issued Simulation (ARTEMIS).

B. Related work

ARTEMIS has already been presented in [1], [2] as an open-source user-oriented real-time network simulation tool. Its architecture was similar to real-time multicores and multiprocessors schedulers architectures like Cheddar [3] (a modular framework for schedulability analysis), SchedMCore [4] (toolbox for multicore simulation), and SimSo [5] (an open-source tool designed for multiprocessor context).

There also exists different network simulators, which are more oriented to industrial context. We can mention NS [6] for global network simulation or OmNET++ [7] for dimensioning and performances purposes. Concerning Real-Time (RT) networks architectures, there also exists different simulators to observe and manage specific network architectures: CANoe [8] for Controller Area Network (CAN) or the work presented in [9] for Avionics Full Duplex switched ethernet (AFDX).

ARTEMIS is a RT network simulation tool, providing schedulability analysis for network topologies. Based on a generic component-oriented model (see [1]), the purpose of ARTEMIS is to propose the integration of mixed criticality constraints inside network topologies. This integration was partially detailed in [2] but the mixed criticality management model presented was rather incomplete. In this work, we propose to detail a more dynamic and configurable mixed criticality model integration inside ARTEMIS, and we detail the technical solutions we have done to represent and manage mixed criticality inside a simulation environment.

C. Contributions

The architecture of ARTEMIS (described in [10]), is organized around a set of external modules (grapher, generators) based on a scheduling simulation core. Based on the work presented in [10], we integrated in ARTEMIS core two main models for mixed criticality management. First, we designed centralized and decentralized criticality management to store and share the criticality level among all the nodes of a topology. Then, in order for the core to act independently and to simulate criticality change events scenarios (not just depending on user actions), we designed a new message generation model inside the core. That is what we detail below in III and IV.

The integration of these new protocols implied to change a part of the generation and scheduling model of ARTEMIS, dedicated to the criticality management inside each node. The modular architecture of ARTEMIS allowed us to design a dedicated part for criticality management, without requiring to modify the input or output data formalization. We also reinforced the design and conception fundamentals by improving the Graphical User Interface (GUI) for a better user experience. We added new functionalities for web-oriented and distributed context, to make ARTEMIS a sharable tool designed to be installed on public web servers. We detail this in II.

We propose to test different potential schedulability analysis results and to evaluate the impact of mixed criticality integration inside different network topologies. This is showed through different simulations, detailed in V. We now describe the different improvements inside ARTEMIS global architecture.
II. WEB-ORIENTED ARCHITECTURE

A. Global architecture

ARTEMIS' Graphical User Interface (GUI) is the link between users and simulator's kernel. It has to interpret messages between users and kernel in order to make possible the communication between these two entities. To build a simulation, users must configure a network through the GUI, then the interface sends data to the kernel as XML files. The kernel runs the simulation and returns XML files containing simulation results. Once XML files are parsed, GUI displays results as XML logs or graphs.

![ARTEMIS architecture](image)

Fig. 1. ARTEMIS architecture

To configure a simulation, users have first to create a topology by using the topology generator or create it manually. Then users have to define all the components of this network, namely the nodes and the links. A node is defined by a name, a scheduling policy, an automatic generated network address and a transmission rate.

Once the topology is created, users can create messages which will define the network behaviour. Users can create a new message manually by configuring the message path, the Worst-Case Transmission Time (WCTT), the period and the offset. The messages creation is more detailed in [2].

Each parameter related to a simulation is saved in a MySQL database. When users click on "Run", GUI generates the XML files after getting data from the database. There are 4 XML files to run a simulation:

- "network.xml" that contains the network topology. It contains a list of nodes with all their attributes (ID and name), and the other nodes to which they are linked to.
- "config.xml" contains the whole configuration of the network, namely the simulation time, the latency and the mixed-criticality management model.
- "graphconfig.xml" contains the name of the graph and the parameters related to graph management.
- "messages.xml" contains the messages to be sent. It lists all the messages and their attributes that we defined previously.

These files are sent to the kernel, which will perform the simulation before returning XML files with graph results. GUI displays these results as a scheduling graph.

B. Web distribution

ARTEMIS is a web-oriented tool. This choice has been made in order to make it easy to install and to use. Using web interface makes it independent from any operating system, which allows us to spread the tool to a large public. The main purpose of the GUI is to be as intuitive as possible. As a matter of fact, ARTEMIS is designed for everyone, which includes non-developers or students who need to be guided, so interface has been designed to be ergonomic, fluid and clear for users; web programming allows a fluid and clear utilization of the tool. Thanks to AJAX architecture, the system answers quickly to users commands, which make the navigation comfortable, and the CSS language enables us to make a clean and sleek visual.

C. Exporting results

In order to improve user experience of the tool, ARTEMIS now integrates a simulation manager. It adds to ARTEMIS a bunch of new functions to manage simulations. Each user can now create its own simulations, export or import them to different platforms in order to increase the reusability of the different simulation configurations built.

The export function produces a ZIP archive containing the input XML files required to build the simulation. Every archive exported by ARTEMIS can also be imported. Importing a simulation triggers the creation of a new simulation and the automatic configuration of it, by using data from the selected ZIP archive. All informations are saved in the database. Then the simulation is ready to be run.

These functions are essential for ARTEMIS. It makes the tool portable and user-oriented by allowing sharing and communication between users and simulation contexts. These new functions allows a user to create dedicated topologies of variable sizes and to propose different messages sets configurations in order to operate benchmarking and performances comparisons on different contexts.

The simulation identification in ARTEMIS is based on session identification and unique identifier association for each simulation configuration: each simulation is unique, and belongs to a specific user. It allows us to improve the portability of ARTEMIS architecture, specially in contexts designed for multi-user utilization, which were the fundamental goal of the web architecture of ARTEMIS.

III. FLOWSET GENERATOR

In order to be able to simulate concrete network scheduling scenarios through ARTEMIS, we define a flowset generator connected to the kernel. Currently, RT simulators propose tasksets generators based on the UUnifast algorithm [11] to build the different tasksets needed for scheduling analyses.

In our work, we adapted current taskset generation algorithms to network context. The purpose of ARTEMIS is to propose scheduling scenarios integrating mixed-criticality in real-time networks. We adapted the current models to generate flowsets mixing messages of different criticality levels. That is the point we propose to detail in the following section.
A. UUnifast for network context

Basically, UUnifast [11] is a taskset generation algorithm. Its purpose is to generate a set of n periodic or sporadic tasks, associated to a global load \( l \). Each task of the generated set is characterized by two properties: a Worst-Case Execution Time (WCET), and a period (or minimum inter-arrival time, in the case of a sporadic task). For each task \( \tau_i \), we note \( C_i \) its WCET and \( T_i \) its period. We define the maximum duration \( T_{max} \) of the period, based on the duration of the simulation. The generation process is based on 4 different steps:

- First, we generate a random value \( r_i \), based on a uniform law \( U \), with the following expression:
  \[
  r_i = U((\log(T_{min}), \log(T_{max} + T_g))
  \]
  We assume that all the generated values of \( r_i \) are in the interval \([\log(T_{min}), \log(T_g + T_{max})]\). More details on the computation of \( r_i \) were given in [11].

- Then, we compute the period \( T_i \) of the task \( \tau_i \). This value of \( T_i \) is indexed on \( r_i \), according to the expression:
  \[
  T_i = \left( \frac{e^{r_i}}{T_g} \right) \cdot T_g
  \]
  This bounds the generated period with the value \( T_{max} \). This expression is based on the time granularity of the system, noted as \( T_g \).

- Next, based on a uniform law \( U \) of support 0 and 1, we generate a random utilization \( u_i \) for the task. This utilization represents the individual load of the task. It is computed by the cumulative activation of jobs from the task during the time interval \([0; T_{max}]\).

- Finally, we compute the WCET \( C_i \) of the task, by computing \( C_i = u_i \cdot T_i \).

At the end of the generation of each task, we compare the value of the target load \( l \) and the value of cumulative utilizations \( u = \sum_{k=1}^n(u_k) \). If we have \( u = l \), the taskset is characterized as correct. In the other case, we discard the taskset and generate a new one.

The problem represented by this method concerns the discarding process. As a matter of fact, this discarding process tends to increase the number of generation loops to run and, as a result, to increase the generation time needed by the algorithm. Inside ARTEMIS, we propose to modify this process in order to reduce the number of discarded tasksets.

Discarding a taskset comes from the point that the cumulated utilization \( u \) tends to exceed or lower the value of \( l \). The computation of each value of \( u_k \) is based on a uniform law \( U(0, 1) \). As a matter of fact, the generation process tends to generate flowsets with cumulated utilizations which are out of bounds, implying to discard the generated flowset.

The solution we propose was to bound the uniform law \( U \) in order for the global generated utilization \( u \) to be centered around the value of \( l \).

As we target a global load value of \( l \) for a flowset of size \( n \), we generate utilizations which have an average load equal to \( \frac{l}{n} \). Thus, the law \( U \) is characterized by a specific variance \( v \) which can be modified to adjust the results of the generating algorithm.

The higher the value of \( v \), the more heterogeneous the generated flowset in terms of utilizations, but the more we tend to increase the number of discarded tasksets. We can vary the value of \( v \) depending on the accuracy and heterogeneity we target in the generated taskset. For basic simulations, \( v \) is set between 0.05 and 0.06 in ARTEMIS core.

B. Load computation

In multicore and multiprocessor RT scheduling analyzers, the generation of a taskset is based on a targeted global utilization represented by the taskset. Depending on the network architecture, a generated taskset utilization can exceed 1 but the utilization on each node is less than 1.

In network context, this global utilization has been replaced by the global load \( l \). One naive approach would be to establish a strict parallel between the global utilization of a taskset and the global load \( l \). In fact, as there is not message transmission or paths computation in processor context, the individual utilization \( C_i \) of a task \( \tau_i \) represents its direct impact on the system in terms of utilization. On the opposite, the individual load \( \frac{C_i}{T_i} \) of a flow \( v_i \) in a network is not its direct impact: as each message from the flow will be transmitted once in each switch of its path, the real impact of one flow in terms of traffic depends on its path.

C. Mixed-criticality integration

The presented flowset generator generates flows of different criticality levels. It implies defining two different constraints: first, we have to clearly define a protocol to decide which message belongs to which criticality level. Then, for each message, we have to precise the WCTT of the message for each criticality level it belongs to. We detail these two steps below.

In order to decide which message belongs to which criticality level, we first based our work on the assumption made in [12] for the WCTT of a message sent in different criticality modes. If we suppose \( k \) different criticality levels \( \gamma_1, \ldots, \gamma_{k-1}, \gamma_k \), we assume for \( n \) flows that:

\[
\forall i \in [1; n], \forall q, r \in [1; k], q < r \implies C_i^{\gamma_q} \leq C_i^{\gamma_r} \quad (1)
\]

This hypothesis corresponds to the case where increasing the criticality level of a flow leads to send more information. If the maximum criticality level of a flow \( v_i \) is \( \gamma_q \), all the WCTT of \( v_i \) will be lower or equal to \( C_i^{\gamma_q} \). Given this hypothesis on the different criticality levels of a network, we defined a criticality rate \( C_{rate} \) in the network. For each flow generation, we compute a probability \( p_{rate} \) included in \([0; 1]\). Once computed, for each criticality level \( \gamma_q \), we check if \( p_{rate} < (C_{rate})^{\gamma_q-1} \). If that is the case, we generate a dedicated value for \( C_i^{\gamma_q} \). If not, we set \( C_i^{\gamma_q} = -1 \). This hierarchical structure is convenient to mixed-criticality models as it was presented in [13].
IV. MIXED-CRITICALITY MODELS

A. Transmission time computation models

Integrating mixed-criticality in ARTEMIS means that the different virtualized topologies created through the tool must be able to manage criticality levels and criticality level switches. This implies to be able to trigger specific events occurring in a criticality level switch. According to previous works on mixed-criticality in networks [10], we assume that two different events can trigger a criticality switch in ARTEMIS:

- Either the user statically designed a criticality switch at a specific time. In that case, the user specifies the level to switch to and the time at which it occurs. It is called the static model.

- Either a message exceeds its WCTT at a specific level according to a configurable law. If we suppose a flow $v_i$ composed of two WCTT $C_{i}^{LO}, C_{i}^{HI}$ for two Low (LO) and High (HI) criticality levels, this event corresponds to a message from $v_i$ exceeding the WCTT $C_{i}^{LO}$. In that case, necessarily, it implies that $v_i$ has to be considered as occurring a criticality switch to HI.

The first model was introduced in ARTEMIS and has already been discussed in [2]. In order for ARTEMIS core to be able to manage the second case (low-critical level WCTT exceeding), it means that the messages generator model has to be able to generate messages exceeding their low-critical WCTT. We propose to detail here the modifications we add to integrate inside ARTEMIS message generator in order to take into account this new generation model.

Inside ARTEMIS core, we defined several $\gamma_1, \ldots, \gamma_{k-1}, \gamma_k$ criticality levels (minimum 1). Each flow $v_i$ is designed with a specific WCTT $C_{i}^{\gamma_j}$ for each criticality level $j$. In the case where the flow does not belong to any criticality level except the lowest one $\gamma_1$ (non-critical level), we note $\forall j > 1, C_{i}^{\gamma_j} = -1$. As a matter of fact, each flow $v_i$ is defined with a set of WCTT noted as $C_{i}^{\gamma_1}, \ldots, C_{i}^{\gamma_{k-1}}, C_{i}^{\gamma_k}$.

In order to generate potential criticality switch triggering events, generating a message from a flow $v_i$ implies to generate not only a specific message transmission time between the message Best Transmission Time (BTT) and $C_{i}^{\gamma_k}$, but a message transmission time which is included between the message BTT and its highest WCTT (attached to the highest criticality level the flow $v_i$ belongs to). In order to integrate this mixed criticality model, we integrated inside ARTEMIS different probabilistic models to generate messages of different transmission times, each transmission time associated to a specific criticality level.

We have to keep in mind that basically, ARTEMIS has been designed for worst case analysis. Hence, for each generated transmission time of a message, we round it to the closest highest corresponding WCTT w.r.t. a criticality level. This model allows us to keep a worst-case evaluation of delays in the end-to-end transmission delay computation of the different flows in the network.

1) Linear model: The linear model proposes to generate a transmission time which value is based on a linear probability law. The generated time is computed from two bounds: the flow BTT (noted as $B_i$) and the message highest WCTT, belonging to a criticality level $\gamma_j$ (notes as $C_{i}^{\gamma_j}$). The probability of generating a specific transmission time $t$ is estimated as follows:

$$P(t) = \begin{cases} 0 & \text{if } t \leq B_i \\ \frac{t - B_i}{C_{i}^{\gamma_j} - B_i} & \text{if } B_i \leq t \leq C_{i}^{\gamma_j} \\ 0 & \text{if } t > C_{i}^{\gamma_j} \end{cases}$$

2) Strict model: The strict model is based on the assumption that a message transmission time is necessarily equal to one of its WCTT. As a matter of fact, the strict model consists in picking one transmission time among all potential values in $C_{i}^{1}, C_{i}^{j-1}, C_{i}^{j}$ .

If we suppose that the flow $v_i$ belongs to $\gamma_1, \ldots, \gamma_{j-1}, \gamma_j$ criticality levels, we can express its probability model as :

$$P(t) = \begin{cases} \frac{j}{j} & \text{if } t = C_{i}^{u}, u \in [1; j] \\ 0 & \text{if not} \end{cases}$$

3) Gaussian-based models: In this model, we define a uniform law $U$ which is used as a base to compute each transmission time of each message. This uniform law is defined by two parameters: its center $c$ and its deviation $d$. We note the expression as $U(c, d)$. In order to define different transmission time computation models, we can adjust both values of $c$ and $d$. Their role is described as follows:

- The lower the value $c$, the higher the probability for the transmission time of a message from flow $v_i$ to be equal or close to its BTT. On the contrary, the higher the value of $c$, the higher the probability to have a generated transmission time close to the highest WCTT of $v_i$.

- The deviation is used to define the probability of a generated transmission time to be far from $c$. The higher the deviation, the more heterogeneous the successive generated transmission times.

A complete basic uniform law can generate WCTT which are beyond the bounds $B_i$ and $C_{i}^{\gamma_j}$. To avoid this, we integrate bounds inside the generator, implying to regenerate a transmission time if the previous one was not between the bounds. This allows us to propose reliable generation models which will not generate out of bounds transmission times or non coherent flowsets.

B. Mixed-criticality switches management

In order to be compliant with Mixed-Criticality (MC) management models proposed in [10], we integrated protocols to manage MC inside switched Ethernet networks. Based on our previous work [10], we integrated first the centralized approach that relies on a global clock synchronization. The purpose of this centralized protocol is to guarantee, through a reliable multicast (implemented in ARTEMIS core), the consistency of the criticality level of the network in all the nodes at any time. We integrated the centralized MC management protocol.
in ARTEMIS taking into account the network clock accuracy provided by a clock synchronization protocol.

The centralized protocol implies to switch the criticality level to high levels in nodes even if they do not transmit high-critical flows. This induces a loss of non-critical traffic transmissions. In order to answer to this problem, we also integrated an alternative protocol inside ARTEMIS, based on a distributed and independent MC management protocol among nodes, called the decentralized protocol. This approach does not require a global clock synchronization protocol.

In ARTEMIS, we integrated the potential to manage these two modes. The first mode (centralized) was the fundamental one and has already been discussed in [2]. The decentralized MC management imposed to split the criticality management from the global core time management.

We integrated inside ARTEMIS CoreScheduler a new module responsible for criticality management: the CriticalityManager. This module allows us to manage a criticality level table (for centralized protocol) and an independent criticality level value for each node (for decentralized protocol). The CoreScheduler is, among all, responsible for critical switches events and criticality table integration. These concepts were detailed in [2].

The CriticalityManager’s role is to store all the different criticality switches and WCTT overruns in the network, in order to associate them with corresponding criticality level switches, either locally in a node (decentralized approach) or in the global topology (centralized approach). Its architecture is detailed in figure

![CriticalityManager architecture in ARTEMIS core](image)

At any time, each node controls if the CriticalityManager triggered a specific criticality switch for this node at a given time. As a matter of fact, the CriticalityManager is a criticality switch engine allowing the criticality level of each node to stay consistent and reliable at any moment of the simulation.

V. SIMULATION RESULTS

In order to illustrate the dynamic detection of mixed criticality switches, we defined a simple topology composed of 4 switches and a set of end-systems. We defined also a set of flows. In the different simulation environments detailed below, we defined a topology and a set of flows as described in figure 3.

The different flows parameters are detailed in the table below. We ran the simulations for a dual (LO, HI) criticality level network. We ran a first set of simulations to compare the different linear, strict and gaussian models detailed in III.

<table>
<thead>
<tr>
<th>$v_1$</th>
<th>$T_i$</th>
<th>$C_{LO}^{i}$</th>
<th>$C_{HI}^{i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>80</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>$v_2$</td>
<td>50</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>$v_3$</td>
<td>80</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>$v_4$</td>
<td>60</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>$v_5$</td>
<td>70</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>$v_6$</td>
<td>80</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>$v_7$</td>
<td>50</td>
<td>3</td>
<td>-</td>
</tr>
</tbody>
</table>

First, we ran a simulation in dynamic centralized mode (see figure 4). Given this model, we can observe that a WCTT overrun in LO mode was detected for flow $v_3$ is ES$_2$ at $t = 82\mu$s. It means that, at this time, the criticality level switches from LO to HI. As a matter of fact, the system detected that the message from ES$_2$ exceeded its LO-WCTT and sent a criticality switch event to the CriticalityManager. Figure 4 also shows that the transmission time generator is able to generate different transmission times (corresponding to different WCTT) for the same flow.

![Simulation in ARTEMIS with dynamic centralized mode](image)

This first simulation is an implementation and proof of concept of MC switches management inside ARTEMIS core. This simulation shows the reliability of the centralized model and that, when a criticality switches happens, the consistancy of the criticality level in all nodes is maintained by the CriticalityManager.

In order to illustrate the decentralized MC management mode, we ran another simulation with the same parameters, but with decentralized protocol. We obtained the results showed in figure 5. We observe in this figure that each node in the path of $v_1$ detects its LO-WCTT overrun. These detections occurs at different times on the different $S_1, S_2, S_4$ switches, respectively at $t = 1\mu$s, $t = 9\mu$s and $t = 17\mu$s, indexed on the simulation parameters.
The delay to wait before switching back to LO mode is automatically set to the longest period of all flows in the topology. If no message in HI mode is received by a node during that period, a node switch back to LO mode. We observe that the node $S_1$ switches back to LO-mode at $t = 96\mu s$ (80$\mu s$ after the end of transmission of the last HI-critical message).

As it was predicted, the decentralized network allows nodes which are not currently transmitting HI traffic to stay in LO mode. This allows us to transmit a higher amount of LO-critical traffic. In order to illustrate the number of LO critical messages which can be transmitted during both centralized and decentralized approaches, we ran a set of simulations computing the number of correctly transmitted LO messages depending on the amount of HI messages in the network.

We generated 40 different random flowsets, for a number of flowset ranging from 20 to 115. This allows to cover a various set of possible network traffic modelizations. In order to illustrate the impact of HI-critical flows, we generated these simulations for different LO to HI ratios (equal to the number of LO flows divided by the number of HI flows) ranging from 0.1 to 0.4. The results shown in figure 6 shows that, during HI-critical phases, we can assure the transmission of LO-critical messages from 20% to 70%, which represents a clear gain in terms of Quality Of Service (QoS).

As a conclusion, we can observe that the criticality level switches impacts the network behavior in terms of QoS, but both presented protocols assure the reliability of HI-critical messages transmission

VI. CONCLUSION AND PERSPECTIVES

In this paper, we showed the new mixed criticality management models integrated inside the last version of ARTEMIS. Integrating different criticality protocols allows us to integrate non-critical traffic management in the mixed-criticality simulations. The integration of centralized and distributed mixed criticality switch models allows us to propose a wide range of simulation contexts. This integration makes ARTEMIS specifically designed for reliability and performances tests and practices in the domain of real-time networks simulation. ARTEMIS comes with a taskset generation tool supporting mixed criticality in the context of switched Ethernet Networks.

As a further work, we will propose an on-line downloading platform for ARTEMIS.
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I. INTRODUCTION

Advances in semiconductor fabrication technologies allow chip manufacturers to include more processing cores in each new generation of products. Scalability has been an issue that needed to be addressed and the NoC paradigm was proposed as a solution to this problem [1]. It is now adopted in more and more designs [2],[3].

The effort to continue increasing performance in computer systems is leading to the adoption of highly parallel and heterogeneous platforms. Through parallelism we can distribute calculations to different Processing Elements (PEs) inside a manycore SoC and expect to obtain a high data flow rate. In addition, heterogeneous accelerators, adapted for handling specific workloads contribute to better exploit the parallel nature of such architectures.

The role of the interconnect in parallel platforms is vital in respect to their performance. As the number of PEs is steadily increasing the traditional interconnect technologies were not able to maintain scalability and started becoming a bottleneck. The NoC approach is based in the concept of taking mechanisms from computer networks and bringing them inside a SoC. NoCs suggest using a modular architecture of routers to handle the communication of PEs. This implies that in a NoC we find familiar concepts like routers and network interfaces transformed in respect to the constraints found inside a SoC ecosystem. We also find concepts such as routing algorithms, arbitration, flow control and buffering.

Initially NoCs were proposed as an alternative that would solve the scalability limits, however this quickly evolved. Researchers have been exploring NoC architectures to evaluate their properties and capabilities in other aspects that are important to SoCs. Some examples are reconfiguration, security, fault tolerance and determinism.

Since future generations of platforms for time-critical or safety critical tasks will be most likely NoCs-based, research on NoC architecture has produced concepts that are oriented to these domains. Through this exploration emerges the need for tools to validate the system’s timeliness. Since such thorough validation is time consuming there is an interest for these tools to be optimised in order to perform those tasks as efficiently as possible and at the same time demand minimum human intervention and supervision.

In what concerns manycore architectures with real-time capabilities, sufficient testing needs to be performed in order to correlate theoretical results with the system model. Exhaustive tests might be necessary to cover all the potential scenarios of a use case while multiple use cases need to be considered in order to validate the system’s timeliness.

Transaction-Level Modeling (TLM) allows to validate a model from a functionality perspective very fast and also provides insights in performance and timeliness as shown in [4]. However, Register Transfer Level (RTL) modeling provides more accurate results and is synthesizable which allows to also obtain realistic information on power consumption, chip surface, clock distribution etc. These advantages of RTL simulation come with the heavy cost of a rather high simulation time and high development effort to describe the hardware model. The first can be solved through emulation which allows to run a model at speeds that are three to four orders of magnitude higher than simulation. In this case the RTL model is created using a Hardware Description Language (HDL) and since emulation works on real hardware (FPGAs) it allows us to obtain a more realistic model. The downside with HDLs is the complexity in describing and debugging a model which in simulation can be more intuitive and flexible if there is a necessity to make changes.

Concerning benchmark tools, we can cite [5] where the authors present a Generic Mixed Criticality Benchmark (GMCB) providing task execution times, task criticality levels, communication patterns, and message sizes. In Mälardalen benchmarks [6], a benchmark is proposed to characterize the Worst-Case Execution Time (WCET) of applications. For timing analysis, the TACLebench [7] is a benchmark that can be used.

In the context of NoC, the MCSL benchmarks [8] can also be used to experiment classical signal processing ap-
applications including a H264 decoder, Fourier transforms, and Reed-Solomon encoders/decoders. With this benchmark, it is possible to define flow parameters (message size, paths) and the execution time of flows in the NoC. These applications define execution times. It is also possible to generate statistical traffic and use recorded traffic patterns. We are not aware of an open source toolkit such as the one presented in this paper

Our contribution: We propose a Noc Traffic Gernerator (NTGEN) Verilog module that allows to produce flows (source-sink) in a NoC and a toolkit that handles this procedure by creating random test scenarios that cover the space we want to explore. The toolkit also allows us to automate the execution of all the tests, store and post-process the results. It finally also provides visualization of the results designed specifically to allow the user to add customized views for aspects of interest.

In section II, we describe the platform we use and provide information on its flow profiles. In section III we express the requirement for the toolkit and afterwards in section IV we proceed to detail the implementation. In section V we present the challenges we faced. Finally, we reach our conclusion in section VI and finish the paper by proposing our future work in section VII

II. NOC ARCHITECTURE

A. Platform

We consider a system based on a 4x4 2D mesh NoC where each node consists of a router, a Network Interface (NI) and an Intellectual Property (IP) element. Even though this is the platform that the toolkit was conceived for we considered that the effort to make it compatible with other platforms is small and was not be a limiting factor.

Each router \( R_{xy} \) possesses five links, four located at the edges North, East, West, South (NEWS), used to connect with neighbor routers and the fifth is used to connect with the Local (L) IP \( x,y \). At every input there is a buffer with the capacity of containing four flow control digits (flits). A crossbar along with an arbiter are handling packet transmission (XY dimension routing) and flow control (Stop&Go). Virtual Channels (VCs) are not implemented and this means that a packet cannot bypass another packet that is already in an input buffer.

An illustration of a router \( R_{xy} \) is given in Figure 1.

![Architecture of a NoC router \( R_{xy} \)](image)

The NI is in charge of serializing and de-serializing packets. Packets are then split into smaller size flits in order to travel in the NoC. When an IP element makes a request for a memory location, the NI will encapsulate that into a packet, split it into flits and send them one by one to the appropriate router. When they reach their destination, the local NI will reassemble the packet, de-serialize it and forward it to the IP element that will handle the request. The same applies for the response.

A packet containing a memory response can take up 64 bytes of data and is split in 8 flits of 8 bytes each. The NI will add a header flit containing routing information making a total of 9 flits. A packet containing a request can be as small as one flit.

The IP element is the end point in the NoC. It can be a PE, memory, General Purpose Processor (GPP) or a peripheral (slave or a master). Consequently not all nodes in a NoC can initiate traffic.

This platform is implemented in Verilog and is able to synthesize on a FPGA (Xilinx Virtex-7). Measurements can be taken through a cycle accurate simulator (Xilinx Vivado) or through traces of the FPGA output stream passing through gigabit ethernet.

B. Network model

We consider \( n \) periodic flows transmitted in the NoC. A periodic flow \( \tau_i \) sends packets respecting two parameters: 1) the period \( T_i \) which is the temporal interval between the arrival of two consecutive packets, and 2) the maximum transmission time \( C_i \) which is the maximum time to transmit all the flits of a packet on a router. In addition, the Average-Case Traversal Time (ACTT) and Worst-Case Traversal Time (WCTT) represent the average and worst-case time it took packets to traverse their path.

Due to the dimension-order X-Y routing, each packet of flow \( \tau_i \) follows a static path denoted \( P_i \) which is composed of the source and destination IPs as well as the input ports of routers along this path. The first buffer of the source IP is denoted \( first_i \), while the last buffer of the destination IP is denoted \( last_i \). Then the path of flow \( \tau_i \) is represented by \( P_i = \{ first_i, ... , last_i \} \).

We consider one diffusion path in the network which means that when packets of different flows join one path, they do not leave this path until they are transmitted to the same destination (source-sink model). A real use case that illustrates this concept can be found in memory hierarchies where the last level, a common bottleneck in Multi-Processor Systems-on-Chip (MPSoCs), is the Random Access Memory (RAM). This assumption also comes from Avionics Full Duplex switched Ethernet (AFDX) network flows and is related to our previous work in [9].

III. TOOLKIT REQUIREMENTS

In order to be able to characterize the platform mentioned above and thoroughly validate new features we proceed by defining the requirements of the toolkit.

We took as input two use cases: a comparison between two arbitration schemes (First-in First-out (FIFO) and Round-Robin) as well as in validating our past work in [9]. Although both use cases were used to define requirements, in this paper we present how the toolkit was used to develop measurements
and visualization concerning the first use case of arbitration comparison. The context of this paper being to present the toolkit, we do not present the results of the use case here.

In Figure 2, we consider the NoC described in section II with 7 flows \( \tau_1, \ldots, \tau_7 \) reaching one destination and where each IP is indexed with the coordinates of its router. The solid lines represent the paths that join to reach the destination node. We focus on flow \( \tau_1 \) following the path \( P_1 = \{IP_{00}, R_{00}-L, R_{01}-W, R_{11}-N, R_{21}-N, IP_{21}\} \). The paths of the other flows are:

\[
\begin{align*}
P_2 & = \{IP_{03}, R_{03}-L, R_{02}-E, R_{01}-E, R_{11}-N, R_{21}-N, IP_{21}\} \\
P_3 & = \{IP_{20}, R_{20}-L, R_{21}-W, IP_{21}\} \\
P_4 & = \{IP_{22}, R_{22}-L, R_{21}-E, IP_{21}\} \\
P_5 & = \{IP_{23}, R_{23}-L, R_{22}-E, R_{21}-E, IP_{21}\} \\
P_6 & = \{IP_{30}, R_{30}-L, R_{31}-W, R_{21}-S, IP_{21}\} \\
P_7 & = \{IP_{32}, R_{32}-L, R_{31}-E, R_{21}-S, IP_{21}\}
\end{align*}
\]

Fig. 2. NoC example of the case study

The FPGA used for the measurements already has an interface that allows us to send commands and recover traces using the gigabit ethernet port. Basic error detection is also implemented allowing to react when frames are lost. An NTGEN instance at each IP element should be addressable and modeled in a way that would make it possible to receive commands at runtime. In addition all NTGEN modules can be synchronized and start their transmission simultaneously.

Concerning the scenario generation, we wanted to be able to specify the desired average link utilization of the output node (here the link \( R_{21} \) to \( IP_{21} \)) as well as the number of traffic sources and obtain random periods to create such a pattern. Automated deployment is available based on the list of scenarios generated with minimum supervision. This means that reinitialising the NoC at the beginning of each test is also necessary. Assuming results are obtained we are able to process them and filter the information that is necessary. Eventually for the visualisation phase we exploit a framework allowing to plot the results.

During all this process we also have non-functional requirements such as performance and resource usage that should be contained in order to make this toolkit compatible with an average computer. In addition the development languages should be chosen based on their capacity to provide reusability, readability and ease of maintenance. In the same context, standard data formats should be chosen avoiding customized structures that would pose a limit to compatibility. Finally the toolkit should have a modular architecture that would make it portable to other NoC models and would allow anyone to replace or add modules to improve its functionality.

IV. TOOLKIT IMPLEMENTATION

Following the requirements specified we propose a toolkit described in Figure 3. On the left we have the FPGA which is connected through an Ethernet cable to a host computer on the right. On the FPGA we have the synthesized bitstream of the NoC architecture along with NTGEN which is present in each node. On the host side we have all the software elements that the toolkit consists of.

A. Traffic Generator Implementation

NTGEN, as illustrated in Figure 1 is connected to the NI similarly to an IP element. Once configured, NTGEN can inject 9-flit long packets to the NI destined to any of the other nodes in the network. The corresponding NTGEN in the destination node will receive the packet and send a message through the Ethernet interface to the host detailing the packet’s transmission. The length of the packet was intentionally chosen to represent a cache line transfer. However, if supported by the NoC model longer packets can be generated in order to represent for example Direct Memory Access (DMA) modules. This would reduce the number of messages sent to the host as we would have a lower packet per flit ratio. When synthesized, NTGEN takes around 200 Look Up Tables (LUTs) which makes it light and capable to scale as the number of nodes might increase.

B. Scenario generation tools

For the host side of the toolkit, the starting point is the random generation of periods [10] for each of the source nodes in a scenario. The input information is the number of source nodes, the desired utilization and the total number of random scenarios that are going to be generated. The algorithm in [10] is called to generate a set of periods and also calculate the necessary amount of cycles (one hyperperiod equal to the least common multiple of flow periods) that each scenario needs to run. This file is then taken by a script that aggregates multiple lists of different utilizations, source and destination nodes based on user input provided to the script. The final file generated is passed to the command interface that can interpret it and launch each of the scenarios sequentially. It will configure NTGEN in each of the source nodes using a library that transforms each line of the list to commands for the FPGA. This tool also manages the initialization of the FPGA before each scenario, the launch of each scenario as well as its termination when the hyperperiod is reached.

At the same time, the response interface (the counter-part of the control interface) receives traces from the FPGA and performs a preliminary post-processing that allows to filter a big part of the information and keep the necessary parts that are then saved in a file. This file is taken by the visualisation tool whose goal is to transform the raw information into objects. Then we can easily exploit them to produce visualization
graphs that can then be used to obtain an insight on the temporal behavior of the model.

We can understand that the user is required to interact with the toolkit mainly at the early stages as we tried to keep the configuration parameters simple. If necessary, we can obtain a finer configuration granularity by intervening inside the scripts.

**C. FPGA interfacing**

Concerning the command and response mechanisms that manage the tests on the FPGA and store the results, we can see a top-level state diagram in Figure 4. Both interfaces are launched and reach an idle state. The user launches the command to execute test scenarios and the command interface resets and configures NTGEN. The NoC model possesses a reset mechanism that enables the command interface to put it in an initial state that is consistent and allows us to perform each test with fixed initial conditions. After NTGEN is configured for the first scenario the command interface passes at a “wait state” during which it is polling a pipe that is established for communication between the two interfaces. When the scenario is over, the response interface will send a message in that pipe and the command interface will reset the FPGA and configure NTGEN to continue with the next scenario. In this current version of the toolkit, managing errors is not supported, in the case that a packet is lost, the response interface will send a message in the pipe and both programs will exit.

**D. Visualisation**

When results have been stored, we can use the visualisation script in order to plot the information into graphics (using matplotlib library). That way, we can get a better understanding on the behavior of the model in addition to having raw information.

The plotter of the toolkit provides mainly pre-coded graphics that will automatically be plotted based on the results (see below) and allow the verification of the precision of the tested scenarios. The capability for the user to code his/her own graphs that can visualize additional aspects of the results.

In figures 5, 6, 7, 8, 9, 10, we present some of the graphs that are provided by default in the toolkit.

In figure 5 we can see all the scenarios executed and the worst case latency in each. In figures 6, 7 we have all the scenarios grouped in relation to the link utilization at the destination node. In figure 6 we see the average time it takes packets to traverse the NoC. In figure 7 we have the worst case of the worst traversal time of the scenarios with the same link utilization. This will allow us to perform side to side comparison between two features, being arbitration, routing etc. In figure 8 we obtain the histogram for a specific node so that we can observe its behavior. Finally in figures 9, 10 we have information on the precision of the tests we performed. This can be used to easily to verify that the traffic generation does indeed produce correct utilization patterns.

**V. CHALLENGES**

**A. Implementation of HDL traffic generator model**

HDL is quite different from software development as it requires to keep the model synthesizable and to always take into account the way the synthesis tool generates the
Validation can be challenging as we can choose between two worlds, cycle accurate simulation or emulation on FPGA, each having its own advantages. With simulation we can have a very high degree of visibility of the model’s behavior, monitor or alter any part of it and pause the simulation at any point. The downside is that simulation is very slow and can become inefficient in long scenarios. Emulation on FPGA can be significantly faster as the model is running in real-time. However, synthesizing the bit-stream can take long (30-120 minutes) and needs to be repeated at every modification. As a result emulation is more suitable for long scenario validation while simulation is very efficient in short fine grained validation as well as for the development/debugging phase.

**B. Implementation of scenario generator**

The challenges in scenario generation relate to producing enough scenarios to cover all the channel utilization needed for testing during a sufficient duration (at least one hyperperiod). At first we needed to produce random scenarios with a specific bandwidth output. This was achieved by using Randixedsum algorithm [10] to generate each source’s transmission period. The goal was to obtain periods that would cause the link at the destination node to have a desired average utilization rate. In addition, the total duration of each scenario, defined by its hyperperiod should not be too large to test it. As a result from all the scenarios generated, we only keep the ones that do not exceed 1 billion cycles.

**C. Implementation of communication software with the FPGA**

The main challenge here relates to performance and more specifically to the reception of packets from the FPGA. The objective is to be able to process and store packets fast enough to avoid dropping them due to congestion. Depending on the channel utilization, the FPGA would output packets to the host computer at different rates. For higher utilization scenarios the bandwidth would reach as much as 600 MBit/s and storing this information would generate files that as much as 8GBytes per scenario. Considering that we would need to execute multiple
tests of hundreds of scenarios, archiving the information would limit the capacities in testing. As a result there would have to be some processing at the reception of each packet in order to keep the useful parts of the information and reduce storage requirements.

A new challenge emerges here as the amount of processing resources is limited by the packet reception rate. The processing time should not exceed the time between packets as it will end up filling the input buffer to a point that packets will eventually be dropped. To resolve this issue various mechanisms were implemented. Firstly the CPU/memory trade-off was shifted and the memory used for the input buffer was maximised in order to be able to absorb more packet pressure giving the possibility to the CPU to complete the processing. Secondly, the processing task was attached to a specific core; avoiding migrations to other cores would optimize the resource usage. Finally, to ensure that there would be no other tasks sharing the core with the processing task, creating context switching and preemption overhead, we masked the core making it solely available to the toolkit.

Through this challenge we are able to identify that the major factor of scalability for the toolkit is the destination node. Since messages to the host computer are sent each time a packet is received, it is obvious that scaling to more cores or adding virtual channels will not affect the volume of data we receive at each scenario. However adding more destination nodes will have an impact, but again only in high bandwidth scenarios. At this case slowing the operational frequency of the FPGA is a rather feasible solution that will add more emulation time for intense scenarios but remain more efficient than simulation and keep the tool scalable. Another possibility is to offload part of the post-processing to the FPGA and receive information that, requiring little or no processing, is ready to be stored and exploited. This solution needs to be evaluating its complexity in implementation and maintenance. However, given the gain of processing in FPGAs it can have a very high potential.

Secondary challenges involve the FPGA communication protocol stack that we implemented in order to provide a layers of abstraction, making the toolkit able to be adapted to other platforms.

D. Implementation of data analysis and representation

The JSON library in Python opens data files and parses all the content into memory in a single operation. This results in the creation of multiple objects holding information in RAM that is not immediately necessary but still occupies memory space. In fact for a rather small amount of results the memory occupied by object was so big that made us realize that the analysis would be impossible for the full scenarios list. This was another reason that made processing necessary before storing the data to disk. Currently the scenario file size after partially processing results, allows Python’s JSON parser to cope without problems. However, in order to anticipate for future scenarios yielding more voluminous results a more solid solution needs to be implemented.

VI. CONCLUSION

In this paper we propose a new toolkit called NTGEN for a FPGA NoCs platform performance analysis. This toolkit can be used to perform tests to validate platform features and functionalities and characterize the latency of flows sent through the NoC. NTGEN can automatically generate traffic scenarios and perform analysis to present them in useful valuable information.

VII. FUTURE WORK

At first in order to take an orientation for a more mature simple set of tools, we envision to converge the different programming languages and file formats. Secondly, we plan to enable support for traffic generation and visualization for more than one destinations. This way the toolkit will be able to handle more use cases and take a more general character. Thirdly, there is an interest to be able to generate realistic traffic patterns in addition to random ones. We intend to look into this subject so that for example, we can record real applications and replay them to simulate traffic.

Another interesting aspect would be to support results acquired from simulation in addition to emulation. The effort is minimal and it will allow to use the toolkit for small scenarios that still need visualization.

Finally, in the long term we would like to provide a Graphical User Interface (GUI) making the toolkit easier to use. Scenario generation will be easier, as well as following the progress of testing scenarios. In addition, by being able to chose subsets of data through a user interface will make managing the visualisation of the results much faster.
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I. INTRODUCTION

This paper presents a solution to the 2016 FMTV Challenge [1] which asked calculating tight end-to-end latency bounds in a complex engine management software composed of a number of cause-effect chains. The system is provided as an Amalthea [2] model.

We propose the verification of this system by applying response time analysis (RTA) inside the MAST [3][4] analysis suite. Accordingly, the first effort that must be undertaken is to define an Amalthea to MAST model transformation path. Once an equivalent MAST model is generated, the MAST analysis tool can be used to calculate latencies, using common response-time analysis techniques, such as the offset-based analysis [5]. Using MAST enables the application of complex mathematical formulation to perform the response time analysis on an easy to understand high level abstraction model. This approach requires: (1) the correct interpretation and transformation of the provided model, (2) the selection of the most appropriate and less pessimistic analysis technique, and (3) the correct interpretation of the results provided by the tools.

The paper is organized as follows. Section II describes the MAST environment focusing on the most relevant elements used to solve the challenge. Section III deals with the interpretation of the provided Amalthea model, and how it is modelled using MAST. Section IV proposes an analysis for event chains. In Section V, the challenge results are presented. Finally, Section VI presents the conclusions of this work.

II. MAST TOOL SUITE

The MAST environment provides an open source set of tools to perform schedulability analysis and optimization of real-time systems [4]. These tools operate on systems described using the MAST model [3], which is key to our solution of the challenge. This model is aligned with MARTE (Modeling and Analysis of Real-Time Embedded systems) [6], a standard of the Object Management Group (OMG) for modeling and analysis of real-time and embedded systems.

A. The MAST model

The MAST model follows an event driven approach, and assumes a real-time distributed system with multiple processing resources (CPUs and communication networks). The system is composed of distributed end-to-end flows, which are released by periodic, sporadic or aperiodic sequences of external events. The relative phasing of the activations of different end-to-end flows is assumed to be arbitrary. An end-to-end flow is composed of a sequence of steps, which represent the execution of a thread in a processor, or the transmission of a message through a network. Each release of an end-to-end flow causes the execution of one instance of its sequence of steps. Each step is released when the preceding one in its end-to-end flow finishes its execution. We

![Fig. 1. Example of a simple MAST end-to-end flow with three steps.](image)
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assume that the steps are statically mapped to processing resources. The model also allows mutual exclusion synchronization in the processors.

Fig. 1 shows an example of an end-to-end flow \((\Gamma_i)\) with three steps \((s_{t_1}, s_{t_2}, s_{t_3})\), each executing in a different processing resource \(P_{Ri}\). The end-to-end flow is released by the arrival of the external event \(e_i\). This external event has a period \(T_e\), which can also represent the minimum inter-arrival time of a sporadic arrival pattern. Steps can have an initial offset \((\Delta_0)\) associated, which is the minimum imposed release time of the step, relative to the arrival of the external event. Each step has a worst-case execution time (WCET) \(C_{wi}\), and a best-case execution time (BCET) \(C_{bi}\).

MAST supports Fixed Priorities (FP) and Earliest Deadline First (EDF) scheduling. The timing requirements that we consider are end-to-end deadlines \((D_{e})\), which must be met by the completion of the last step in the end-to-end flow, relative to the arrival of the external event. The deadlines can be larger than the periods.

As a result of the response time analysis, each step \(s_i\) has a worst-case response time (or an upper bound of it) \(R_{i}\), and a best-case response time (or a lower bound of it) \(R_{i}^{b}\). These response times are relative to the arrival of the external event (global response times). The worst-case response time of an end-to-end flow \((R_{i})\) is the worst-case response time of its last step. The system is said to be schedulable if the worst-case response times of the end-to-end flows are lower or equal to their end-to-end deadlines \((R_{i} \leq D_{e})\).

The completion time of the steps can vary for different activations. As a consequence, the step activation time also varies. For a step \(s_j\), we define its release jitter \((J_{0})\) as its worst-case variation in activation times. The jitter is taken into account by the analysis techniques.

### B. MAST analysis tools

To solve the challenge, we use the response-time analysis techniques included in MAST [4] on the equivalent MAST model generated from the Amalthea model. MAST implements several analysis techniques that can be applied to an FP system with end-to-end flows, ranging from the holistic analysis, to various offset-based techniques [4].

Of particular interest for this work is the Offset-Based Analysis with Precedence Relationships [5] \((offset\_based\_approx\_w\_pr)\) in MAST). This technique supports steps with offsets, and is capable of reducing the pessimism in the results by eliminating scenarios that would be impossible when taking into account the precedence relationships inside end-to-end flows. This characteristic is particularly helpful with end-to-end flows that don’t traverse different processing resources, as it will be the case in this challenge.

Additionally, MAST can also perform sensitivity analysis by calculating the system slack, which, if positive, is defined as the percentage by which the execution times of all the steps in the system may be increased while still keeping the system schedulable. If negative, the system slack corresponds to the percentage by which WCET’s would have to be decreased to make the system schedulable. Similarly, slacks for each processor can be calculated too.

MAST provides global worst-case and best-case response times of the steps in the system. For a part of this challenge we will need local response times of the steps. While these are not usually provided by MAST, we have modified the tool so it could handle local response-times too, according to [7] taking into account offsets. Then, we define local worst-case response times \((r_{0})\), and local best-case response times \((r_{0}^{b})\) as upper and lower bounds, respectively, on the completion times of steps, relative to their own local activations (see Fig. 1). This custom version of MAST will be made available in addition to the transformation and generated models.

### III. AMALTHEA TO MAST MODEL TRANSFORMATION

The 2016 FMTV Challenge provides an Amalthea model of a full blown engine management system. The complexity of the system is made apparent just by looking at the model file, which has approximately 71000 lines. In this section, we will describe how we interpret the Amalthea model, and how the equivalent MAST description of the engine management system is created. While Amalthea defines a vast meta-model supporting many types of elements and use-cases, we will limit our transformation to the elements relevant for this challenge.

Amalthea tasks represent the schedulable elements in the model. For the case of the challenge, they have the following characteristics:

- Tasks are activated by periodic or sporadic stimuli with minimum inter-arrival times. Stimuli are assumed to have arbitrary phasing (property “Clock” of the stimuli is undefined). Timing constraints are given as deadlines that the tasks must meet. In this case, deadlines are equal to the periods (tasks must finish before their next activation).
- Tasks are statically assigned to a core, and are scheduled with a fixed priority policy. Tasks can be preemptive (they can preempt any lower priority task at any moment), or cooperative (they can preempt lower priority cooperative tasks only at the termination of runnables). In the provided model, cooperative tasks always have lower priority than preemptive tasks.
- Each Amalthea task in the model executes a sequential list of Runnables. Each Runnable is composed of three sequential stages: (1) label (memory) read accesses, (2) execution of instructions in the assigned processing core, and (3) label (memory) write accesses. Some Runnables don’t write or read from memory.

We interpret Amalthea tasks as MAST end-to-end flows, in which each runnable is transformed into a MAST step. For sporadic Amalthea tasks, the resulting MAST end-to-end flow will be periodic, with a period equal to the minimum inter-arrival time. This interpretation is only correct for flows with offsets within the periods [8]. Since in the Amalthea model the flow deadlines are within the periods so are the step offsets. If the offsets were larger than the periods, the MAST flows would need to be sporadic and the worst-case response times would be larger. The deadline of the Amalthea task is directly used as the
end-to-end deadline of its corresponding MAST end-to-end flow.

MAST lacks a specialized element to model memories. Additionally, it also doesn’t implement any mechanism to model the blocking of a processor while it is accessing a memory, thus disallowing us to model memory as a general purpose device. With these limitations in mind, we will model the memory accesses as execution times added to the MAST steps, accounting for the worst-case and best-case costs of accessing the memory. The worst-case cost of accessing a label pessimistically assumes that every core is accessing that memory at the same time. Therefore, if we consider that only the global memory is used (second question of the challenge), the worst-case cost of accessing a label is \(4^9\) cycles. Similarly, the best-case cost of accessing a label assumes that no other core is in the queue for that memory, so this value is just 9 cycles (no contention).

Accordingly, in the runnable to MAST step transformation, the worst-case execution time of the step \((C'_0)\) is calculated as the sum of two elements: (1) the execution time of the upper bound of the number of instructions of the runnable, and (2) the worst-case cost of accessing the labels. If a runnable accesses \(N\) labels (read and/or write), the worst-case cost would be \(N \times 4^9\) cycles if we assume that only global memory is used. Likewise, the best-case execution time \((C''_0)\) of the step is calculated as the sum of the lower bound of the instructions of the runnable, and the best-case cost of accessing the labels \((N \times 9)\) cycles.

Additionally, we also take into account the blocking effect in a thread accessing the memory due to a label being accessed by a lower priority thread in the same core, even though this is almost negligible. This is modeled by including in each core a shared resource protected by the Immediate Ceiling protocol that is accessed by each step during 9 cycles. This produces one blocking of 9 cycles to each higher priority thread, which is the intended effect.

Fig. 2 depicts the transformation of a simple Amalthea task (Fig. 2a) into a MAST end-to-end flow (Fig. 2b). If memory accesses are ignored, as stated in the first question of the challenge, the executions times of the resulting MAST steps only include the execution times produced by the instructions.

**IV. ANALYSIS OF EVENT CHAINS**

We interpret event-chains as a latency model for non-consecutive runnables communicating via shared memory. The first runnable in the event-chain writes a result in a label. Then the next runnable in the chain reads this label, process it, and writes its result in another label, and so on. Runnables in an event-chain can belong to the same Amalthea task or not. Even though MAST does not support this kind of “virtual” end-to-end flows, it provides results that can be used to calculate bounds for the best and worst-case latencies of the event-chains.

We distinguish two types of event-chains: event-chains that stay in the same Amalthea task; and event-chains that traverse different Amalthea tasks. Each kind requires a different formulation to calculate the end-to-end latencies.

**A. Event-chains that traverse different Amalthea tasks**

Fig. 4 shows the MAST equivalent model of a simple event-chain that traverses three Amalthea tasks. This is the behavior that follows EffectChain_2 and EffectChain_3 event-chains in the challenge. Let us use the simple example shown in Fig. 4 to
explain how to formulate the latencies for this kind of event-chain.

The worst-case latency of the event-chain \((L)\) comprises the sum of the worst-case local response times of the steps in the chain \((r_{ij})\), and the periods of all the end-to-end flows but the first one. The periods should be added because in the worst-case situation it is assumed that at the time a label is written, the next runnable in the chain has just executed, so the chain cannot continue until the next period. For sporadic stimuli, the period added must be its upper bound. Similarly, the best-case latency \((L^b)\) is calculated by summing the best-case local response times \((r_{ij}^b)\). In this case periods are not added, because the best case is built when a label is read immediately after the previous runnable in the chain updated its value. The formulation for the worst and best case latencies for the event-chain shown in Fig. 4 is formalized as follows:

\[
L = r_{11} + T_2 + r_{22} + T_3 + r_{33} \\
L^b = r_{11}^b + r_{22}^b + r_{33}^b
\]

**B. Event-chains that go back in the same Amalthea task**

Fig. 5 shows the MAST equivalent model of a simple event-chain that traverses the same Amalthea task backwards. This is the behavior of \(\text{EffectChain}_1\) in the challenge. For this kind of event-chains it is trivial to see that to go backwards, the chain requires an additional activation of the Amalthea task.

Using the simple example shown in Fig. 5 as reference, for this type of event-chains the worst-case latency \((L)\) occurs when the first label in the chain is read as soon as possible \((R_{12}^b)\), so the chain has to wait the maximum amount of time until the next activation of the end-to-end flow. Then, the event-chain must wait for the worst-case completion time of step \(r_{11}\) \((R_{11})\). Since the end-to-end flow must finish before its next activation, the response time of step \(r_{15}\) is irrelevant in this calculation. The total worst-case latency for this type of event-chain is formalized with the following equation:

\[
L = (T_1 - R_{12}^b) + R_{11}
\]

Likewise, the best-case latency \((L^b)\) of the event-chain occurs when the first label is read as late as possible \((R_{12})\) and step \(r_{11}\) finishes as soon as possible \((R_{11}^b)\). The best-case latency for these kind of event-chains can be calculated with the following formula:

\[
L^b = (T_1 - R_{12}) + R_{11}^b
\]
can never occur at the same time, and not having the realistic models for each relevant real-time situation, we decided to consider two scenarios: Scn-ACET, and Scn-WCET.

In Scn-ACET, the worst-case execution times of the steps are calculated using the mean value of the number of instructions of the runnables. In Scn-WCET the worst-case execution times of the steps are calculated with the upper bound of the number of instructions (as described in Section III). In both scenarios we calculate latencies for different CPU clock frequencies, from the default 200Mhz and above (233Mhz, 266Mhz, etc.), until the timing requirements in the system are met. We essayed common CPU frequencies only. Additionally, for each analyzed case, we also calculate the system slack, and the slack of each core.

A. Ignoring Memory Accesses

Table I shows the results when memory accesses are ignored. Shadowed cells indicate tasks that don’t meet their deadlines. We can see that for Scn-ACET, 200Mhz is enough to make the system schedulable, with a system slack of 9.77%. If the clock frequency is increased to 233Mhz, system slack increases to 27.73%. For Scn-WCET, schedulability is achieved at 300 Mhz, with a system slack of 8.98%. If we observe the slack in each core, we can see that CORE1 is always the most constrained (lowest possible slack). This is to be expected, as this core has higher utilization among all cores.

### Table I: End-to-End Latencies (milliseconds) and Slacks (%), Ignoring Memory Accesses.

<table>
<thead>
<tr>
<th>Task</th>
<th>Scn-ACET 200 Mhz</th>
<th>Scn-ACET 233 Mhz</th>
<th>Scn-ACET 300 Mhz</th>
<th>Scn-ACET 333 Mhz</th>
<th>Scn-WCET 200 Mhz</th>
<th>Scn-WCET 233 Mhz</th>
<th>Scn-WCET 300 Mhz</th>
<th>Scn-WCET 333 Mhz</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE0 Util. (%)</td>
<td>71.47</td>
<td>61.35</td>
<td>97.02</td>
<td>64.68</td>
<td>58.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE1 Util. (%)</td>
<td>88.38</td>
<td>75.86</td>
<td>133.57</td>
<td>89.05</td>
<td>80.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE2 Util. (%)</td>
<td>71.36</td>
<td>61.26</td>
<td>106.85</td>
<td>71.24</td>
<td>64.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE3 Util. (%)</td>
<td>77.19</td>
<td>66.25</td>
<td>117.94</td>
<td>78.62</td>
<td>70.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System Slack (%)</td>
<td>9.77</td>
<td>27.73</td>
<td>-27.34</td>
<td>8.98</td>
<td>21.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE0 Slack (%)</td>
<td>31.08</td>
<td>52.89</td>
<td>-98.44</td>
<td>45.12</td>
<td>60.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE1 Slack (%)</td>
<td>10.29</td>
<td>28.46</td>
<td>-98.44</td>
<td>9.35</td>
<td>21.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE2 Slack (%)</td>
<td>40.37</td>
<td>63.58</td>
<td>-98.44</td>
<td>40.37</td>
<td>55.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE3 Slack (%)</td>
<td>29.1</td>
<td>50.21</td>
<td>-98.44</td>
<td>26.56</td>
<td>40.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Adding Memory Accesses, using Global Memory Only

We repeat the process, but this time considering the memory accesses. As a reminder, the memory accesses are modelled as additional WCET of the steps, considering the worst-case cost of accessing each label. The results are shown in Table II. As can be expected, the core utilizations now increase compared to the case without memory accesses (Table I). The increase in utilization is between 3% and 12%, depending on the core. As a consequence, there is a system-wide increase in latencies too.

In this situation, Scn-ACET is not schedulable at 200 Mhz (Angle_Sync task misses its deadline in its worst-case). In this scenario, schedulability is achieved at 233 Mhz, with a system slack of 13.67%. On the other hand, Scn-WCET is schedulable at 300 Mhz, although with a marginal system slack of just 0.78%. At 333 Mhz, this system slack increases to 11.72%.

### Table II: End-to-End Latencies (milliseconds) and Slacks (%), Including Memory Accesses, using Global Memory Only.

<table>
<thead>
<tr>
<th>Task</th>
<th>Scn-ACET 200 Mhz</th>
<th>Scn-ACET 233 Mhz</th>
<th>Scn-ACET 300 Mhz</th>
<th>Scn-ACET 333 Mhz</th>
<th>Scn-WCET 200 Mhz</th>
<th>Scn-WCET 233 Mhz</th>
<th>Scn-WCET 300 Mhz</th>
<th>Scn-WCET 333 Mhz</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE0 Util. (%)</td>
<td>73.75</td>
<td>63.31</td>
<td>99.30</td>
<td>66.20</td>
<td>59.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE1 Util. (%)</td>
<td>99.21</td>
<td>85.16</td>
<td>144.41</td>
<td>96.27</td>
<td>86.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE2 Util. (%)</td>
<td>76.40</td>
<td>65.58</td>
<td>111.89</td>
<td>74.59</td>
<td>67.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE3 Util. (%)</td>
<td>86.10</td>
<td>73.91</td>
<td>126.85</td>
<td>84.57</td>
<td>76.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System Slack (%)</td>
<td>-2.34</td>
<td>13.67</td>
<td>-32.81</td>
<td>0.78</td>
<td>11.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE0 Slack (%)</td>
<td>-98.44</td>
<td>48.47</td>
<td>-98.44</td>
<td>41.92</td>
<td>57.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE1 Slack (%)</td>
<td>-1.92</td>
<td>14.20</td>
<td>-98.44</td>
<td>1.18</td>
<td>12.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE2 Slack (%)</td>
<td>-98.44</td>
<td>52.89</td>
<td>-98.44</td>
<td>33.80</td>
<td>48.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORE3 Slack (%)</td>
<td>-98.44</td>
<td>34.50</td>
<td>-98.44</td>
<td>17.87</td>
<td>30.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. Re-mapping Labels

The final question of the challenge asks for an optimization of the label-to-memory mapping to minimize the latencies. MAST does not provide a model for mapping memories, so we propose a reasonable solution. We identify that the majority of the labels are only accessed from a single core. As a first step, we map those labels into their local memories. Now the problem is reduced to determining where to map the labels shared by more than one core.
In our pessimistic approach for modeling the memory accesses, even if just one label in the local memory is accessed from a non-local core, every label in that local memory would be impacted. For example, consider a local memory with labels that are accessed from two cores: the local core and a non-local core. In this case, and regardless of from which core the memory is accessed, the worst-case cost assumes that both cores are accessing the memory at the same time, and thus that cost for reading or writing any of its labels would be 1 cycle + 9 cycles = 10 cycles.

To preserve the advantage of local memory accesses, we map into global memory every label shared among different cores. Therefore, local labels are assured to be accessed without contention (1 cycle access only), and the worst-case cost for shared labels is modelled as in Section III; that is, assuming that all cores are accessing global memory at the same time (a cost of 4*9 cycles for each label access). Table III shows the slacks and latencies obtained using this mapping, which confirms that the new mapping improves the results.

The paper answers the three main questions of the challenge, (1) providing latencies when memory accesses are ignored, (2) providing latencies when all labels are mapped to the global memory, and (3) finding a new optimized mapping. Safer CPU frequencies as well as indicators of the most loaded tasks and cores in the system are provided. The main weakness we identify in our proposal is its pessimism in the modelling of global memory accesses. It uses an upper bound that cannot occur in reality. This is done to overcome the limitations of MAST which does not currently model the memory and the blocking of the processor while the memory is accessed. These two shortcomings have flagged interesting developments that we will explore in the future.

VI. CONCLUSIONS

This paper provides general guidelines to transform an Amalthea timing model into a MAST equivalent model that can be used in the MAST Analysis Tool Suite. Using them, response time analysis has been applied to calculate worst case latencies of tasks in a complex engine management system.

To understand the Amalthea model, we relied on the documentation of the tool [2], and the document describing the challenge [1]. While the basics of the model (e.g., tasks and runnables) can be easily understood with these materials, special elements of the model such as the event-chains required additional inquiries in the workshop forum. The total amount of time needed to completely digest the model can be approximated to about 12-14 hours divided in several days. Once the model was understood, the process of building the Amalthea to MAST transformation in Java required approximately 5 man-hours to a person familiar with MAST and EMF. The workspace used in this paper can be downloaded from [10].

The paper shows the three main questions of the challenge, (1) providing latencies when memory accesses are ignored, (2) providing latencies when all labels are mapped to the global memory, and (3) finding a new optimized mapping. Safer CPU frequencies as well as indicators of the most loaded tasks and cores in the system are provided. The main weakness we identify in our proposal is its pessimism in the modelling of global memory accesses. It uses an upper bound that cannot occur in reality. This is done to overcome the limitations of MAST which does not currently model the memory and the blocking of the processor while the memory is accessed. These two shortcomings have flagged interesting developments that we will explore in the future.
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<table>
<thead>
<tr>
<th>MAPPING</th>
<th>Slacks (%)</th>
<th>Slack -</th>
<th>Slack -</th>
<th>Slack -</th>
<th>Slack -</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE0 Slack (%)</td>
<td>30.41</td>
<td>51.98</td>
<td>-98.44</td>
<td>44.31</td>
<td>60.52</td>
</tr>
<tr>
<td>CORE1 Slack (%)</td>
<td>5.75</td>
<td>22.94</td>
<td>-98.44</td>
<td>6.19</td>
<td>17.87</td>
</tr>
<tr>
<td>CORE2 Slack (%)</td>
<td>38.11</td>
<td>61.52</td>
<td>-98.44</td>
<td>38.86</td>
<td>54.72</td>
</tr>
<tr>
<td>CORE3 Slack (%)</td>
<td>24.72</td>
<td>45.12</td>
<td>-98.44</td>
<td>24.12</td>
<td>37.38</td>
</tr>
</tbody>
</table>

Table III. End-to-End Latencies (milliseconds) and Slacks (%), Re-mapping Labels to Local and Global Memories

<table>
<thead>
<tr>
<th>Scn-ACET</th>
<th>Scn-WCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE0 Util. (%)</td>
<td>71.98</td>
</tr>
<tr>
<td>CORE1 Util. (%)</td>
<td>92.14</td>
</tr>
<tr>
<td>CORE2 Util. (%)</td>
<td>72.28</td>
</tr>
<tr>
<td>CORE3 Util. (%)</td>
<td>79.85</td>
</tr>
<tr>
<td>System Slack (%)</td>
<td>5.08</td>
</tr>
</tbody>
</table>

| CORE0 Slack (%) | 30.41 | 51.98 | -98.44 | 44.31 | 60.52 |
| CORE1 Slack (%) | 5.75 | 22.94 | -98.44 | 6.19 | 17.87 |
| CORE2 Slack (%) | 38.11 | 61.52 | -98.44 | 38.86 | 54.72 |
| CORE3 Slack (%) | 24.72 | 45.12 | -98.44 | 24.12 | 37.38 |

Table III. End-to-End Latencies (milliseconds) and Slacks (%), Re-mapping Labels to Local and Global Memories

<table>
<thead>
<tr>
<th>Angle Sync</th>
<th>Scn-ACET</th>
<th>Scn-WCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR 1</td>
<td>5.78</td>
<td>4.50</td>
</tr>
<tr>
<td>ISR 10</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>ISR 11</td>
<td>1.87</td>
<td>1.24</td>
</tr>
<tr>
<td>ISR 2</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>ISR 3</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>ISR 4</td>
<td>0.51</td>
<td>0.44</td>
</tr>
<tr>
<td>ISR 5</td>
<td>0.21</td>
<td>0.18</td>
</tr>
<tr>
<td>ISR 6</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>ISR 7</td>
<td>1.22</td>
<td>0.87</td>
</tr>
<tr>
<td>ISR 8</td>
<td>0.76</td>
<td>0.63</td>
</tr>
<tr>
<td>ISR 9</td>
<td>2.17</td>
<td>1.49</td>
</tr>
<tr>
<td>Task 100ms</td>
<td>31.63</td>
<td>17.89</td>
</tr>
<tr>
<td>Task 10ms</td>
<td>7.98</td>
<td>6.85</td>
</tr>
<tr>
<td>Task 1ms</td>
<td>0.54</td>
<td>0.47</td>
</tr>
<tr>
<td>Task 200ms</td>
<td>31.52</td>
<td>17.80</td>
</tr>
<tr>
<td>Task 2ms</td>
<td>9.68</td>
<td>8.31</td>
</tr>
<tr>
<td>Task 5ms</td>
<td>0.30</td>
<td>0.25</td>
</tr>
<tr>
<td>Task 12.5ms</td>
<td>12.93</td>
<td>11.84</td>
</tr>
<tr>
<td>Task 5ms</td>
<td>0.94</td>
<td>0.80</td>
</tr>
<tr>
<td>EffectChain 1 L</td>
<td>12.71</td>
<td>12.53</td>
</tr>
<tr>
<td>EffectChain 2 L</td>
<td>25.40</td>
<td>23.25</td>
</tr>
<tr>
<td>EffectChain 3 L</td>
<td>63.53</td>
<td>60.83</td>
</tr>
</tbody>
</table>
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Abstract—In this paper, we present solutions to FMTV 2016 verification challenges, combining the response time analysis and schedule time bound analysis. The worst case response time of a task is computed by the conventional response time analysis while the end-to-end latency of a cause-effect chain is conservatively estimated by considering the schedule time bounds of associated runnables. Three separate challenges are discussed in order. The proposed technique is first explained to address the first challenge that ignores the memory latency. For the second challenge, we estimate the memory access latency by computing the maximum possible arbitration delay with arrival curve analysis. Finally, we propose a heuristic algorithm that determines the mapping of data labels to optimize the end-to-end latency.

I. CHALLENGE MODEL AND TERMINOLOGIES

We first review the Amalthea performance model [1] of the benchmark, making some assumptions for unclear explanation in the provided problem specification [2][3].

![Microcontroller architecture used in the challenge](image1)

The provided Amalthea model contains a hardware model of a simplified microcontroller architecture with four symmetric cores as shown in Fig. 1. Each core $A^C_i$ has its own local memory $A^C_i$. A crossbar network is used for the interconnection among cores and a global memory $A^G$.

A task $\tau_i$ is a basic mapping unit onto a core and task-to-core mapping is given. The core $\tau_i$ is mapped to is denoted by $m_i$. A task is invoked either periodically or sporadically. $I_P$ and $I_S$ denote a set of periodic tasks and a set of sporadic tasks, respectively. The minimum and the maximum initiation interval are specified for each task $\tau_i$ and are denoted as $p_i^l$ and $p_i^u$. If $\tau_i$ is a periodic task ($\tau_i \in I_P$), $p_i^l$ is equal to $p_i^u$ which means that the initiation interval becomes the period. All tasks are simultaneously initiated at the system activation time. The basic timing requirement for task $\tau_i$ is to finish execution before its deadline denoted by $d_{\tau_i}$. Since implicit deadline model is assumed, deadline $d_{\tau_i}$ is equal to $p_i^u$.

A task $\tau_i$ consists of a set of runnables $\{r_{i,j} \mid 1 \leq j \leq |\tau_i|\}$ where runnable $r_{i,j}$ is an unit of execution and $|\tau_i|$ means the number of runnables in the task. Runnables in a task are executed sequentially on the mapped core in the ascending index order. The lower and the upper bound of execution time of $r_{i,j}$, denoted $c_{i,j}^l$ and $c_{i,j}^u$, are specified assuming that code is executed directly from core-exclusive flashes without contention. Note that memory access delay is not included in the execution times. The runnables are assumed to read all required data at the beginning of their execution and write back the results after execution is completed. We assume that when a runnable attempts to access a memory, no preemption is allowed until the resource request is processed. 1250 runnables are specified in the provided model.

A distinct priority is assigned to each task for the fixed-priority scheduling. We assign each task a unique index in the descending priority order; task $\tau_i$ has a higher priority than $\tau_j$ if $i < j$. A task $\tau_i$ is scheduled by either preemptive or cooperative fixed priority scheduling policy. $S_P$ and $S_C$ denote a set of preemptive tasks and a set of cooperative tasks, respectively. A task $\tau_i \in S_P$ can preempt lower priority tasks at any time, whereas a task $\tau_i \in S_C$ can preempt lower priority cooperative tasks at the boundary of runnable executions [4].

There are 21 tasks and preemptive tasks have higher priorities than cooperative tasks in the provided model.

![End-to-end latency of an example cause-effect chain](image2)

A cause-effect chain $CEC_i$ defines a chain of runnables that are connected by read/write dependency with labels. Note that there are no cyclic dependencies between tasks within a cause-effect chain. Due to the potential different task periods, data may get lost (undersampling) or get duplicated (oversampling).
We assume an end-to-end latency of a cause-effect chain as the maximum time duration between the first input that may be undersampled and the first output generated from the corresponding or later input. This semantic is as same as the reaction time constraint of the AUTOSAR [5]. Fig. 2 shows end-to-end latencies from three stimulus runnable instances in an example cause effect chain \{r_{0,1}, r_{1,0}, r_{2,3}\}. Since we are concerned about reaction time, the second \(r_{1,0}\) instance is regarded as the reaction of the first \(r_{0,1}\) instance. The third \(r_{2,3}\) instance is the first response to the second \(r_{1,0}\) instance so that final reaction of the first \(r_{0,1}\) instance is generated by the third \(r_{2,3}\) instance. Three cause-effect chains are specified in the provided model.

Data is specified by a set of labels: each size is less than the memory transfer size 32bits. Memory arbitration model is assumed differently in each challenge as follows:

- **Challenge 1**: calculate tight end-to-end latencies ignoring memory accesses and arbitration
  All read/write accesses to labels take zero time so that only runnable execution times affect the end-to-end latencies.

- **Challenge 2**: calculate tight end-to-end latencies including memory accesses and arbitration
  All labels are assumed to be stored in the global memory. Read and write accesses have symmetric memory access times. When accessing the global memory, crossbar transfer takes 8 cycles and access to global memory takes 1 cycle. When there is a contention at global memory, the accesses are assumed to be arbitrated according to the FIFO policy.

- **Challenge 3**: optimize end-to-end latencies by mapping the labels among the local and global memories
  We can map a label in a local memory whose access latency is 1 cycle. We assume that local memory size is limited. Local memories are also arbitrated according to the FIFO policy.

For all challenges, we aim to conservatively estimate the upper bound of response time of each task \(\tau_i\), denoted as \(L_{\tau_i}\), and end-to-end latency of cause-effect chain \(CEC_i\), denoted as \(L_{CEC_i}\), as tightly as possible.

II. PROPOSED SOLUTION TECHNIQUE FOR CHALLENGE 1

Since memory access delay is ignored in challenge 1, we compute the worst-case response time of a task \(\tau_i\), considering the execution times only.

A. End-to-end latency of a preemptive task

If a higher priority task is released during the execution of a preemptive task \(\tau_c \in S_P\), it is preempted by all runnables in the higher priority task. Thus we can formulate the upper bound of the latency between the release time of a runnable \(r_{c,i}\) to the finish time of a runnable \(r_{c,j}\), denoted \(UBL^f(r_{c,i}, r_{c,j})\) where \(1 \leq i \leq j \leq |\tau_c|\), as follows using the response time analysis:

\[
UBL^f(r_{c,i}, r_{c,j}) = \sum_{k=i}^{j} e^u_{c,k} + \sum_{\tau_h \in hP(\tau_c)} \left( \left[ \frac{UBL^f(r_{c,i}, r_{c,j})}{p^h_h} \right] \cdot c^u_{h,k} \right) \quad (1)
\]

where \(hP(\tau_c) = \{\tau_h| m_h = m_{c,c} > h\}\) is a set of higher priority tasks. Then the estimated end-to-end latency of a preemptive task \(\tau_c\) becomes \(L_{\tau_c} = UBL^f(r_{c,i}, r_{c,j})\).

B. End-to-end latency of a cooperative task

For a cooperative task \(\tau_c\), the release of \(\tau_c\) can be blocked by at most one runnable execution of a lower priority task mapped on the same core. Higher priority cooperative tasks released after the start time of a runnable \(r_{c,j}\) have no effect on the finish time. We formulate the upper bound of the latency between release time of a runnable \(r_{c,i}\) to start time of a runnable \(r_{c,j}\), denoted \(UBL^s(r_{c,i}, r_{c,j})\) where \(1 \leq i \leq j \leq |\tau_c|\) as follows:

\[
UBL^s(r_{c,i}, r_{c,j}) = \left( i = 1? \max_{\tau_l,k \in lP(\tau_c)} e^u_{l,k} : 0 \right) + \sum_{k=1}^{j-1} c^u_{c,k} + \sum_{\tau_h \in hP(\tau_c)} \left( \left[ UBL^s(r_{c,i}, r_{c,j}) + 1 \right] \cdot \sum_{k=1}^{|\tau_h|} c^u_{h,k} \right) \quad (2)
\]

where \(lP(\tau_c) = \{\tau_l| m_l = m_{c,c} < l\}\) is a set of lower priority tasks mapped on the same core. The first, second, and third terms indicate the maximum blocking from a lower priority task, the sum of maximum execution times of runnables, and the maximum preemptions from higher priority tasks, respectively. Blocking delay is zero when \(i \neq 1\) since any lower priority task cannot start after the first runnable starts. Note that \(UBL^s(r_{c,i}, r_{c,j}) + 1\) is used in the third term to include the higher priority tasks released between the finish of the \((j-1)\)-th runnable and the start of the \((j)\)-th runnable. Then \(UBL^s(r_{c,i}, r_{c,j})\) can be estimated as follows:

\[
UBL^s(r_{c,i}, r_{c,j}) = \left( i = 1? \max_{\tau_l,k \in lP(\tau_c)} e^u_{l,k} : 0 \right) + \sum_{k=1}^{j} c^u_{c,k} + \sum_{\tau_h \in hP(\tau_c) \cap S_P} \left( \left[ UBL^f(r_{c,i}, r_{c,j}) \right] \cdot \sum_{k=1}^{|\tau_h|} c^u_{h,k} \right) + \sum_{\tau_h \in hP(\tau_c) \cap S_C} \left( \left[ UBL^s(r_{c,i}, r_{c,j}) \right] \cdot \sum_{k=1}^{|\tau_h|} c^u_{h,k} \right) \quad (3)
\]

All requests of higher priority preemptive tasks within \(UBL^s(r_{c,i}, r_{c,j})\) are accounted in the third term while the requests of higher priority cooperative tasks after \(r_{c,j}\) starts are excluded. Then the estimated worst-case response time of a cooperative task \(\tau_c\) becomes \(L_{\tau_c} = UBL^f(r_{c,i}, r_{c,j})\).
The third case shown in Fig. 3 (d) is the case that the cause-effect chain consists of four runnables in the same task \( r_3 \). In this case, we have to analyze how many task instances are involved in the chain. If the \((i+1)\)-th runnable of the chain has a smaller index than the \( i \)-th runnable, labels written by the \( i \)-th runnable will be read by the \((i+1)\)-th runnable in the next task instance. Hence the number of the instances involved in the chain is computed by counting how many times runnable indices decrease in the task sequence. In Fig. 3 (b), two task instances are involved in the chain since index decrease appears only once in the chain (\( r_3.272 \rightarrow r_3.107 \)). If one task instance covers the cause-effect chain, the end-to-end latency can be computed as \( UBL^i(r_{c,b}, r_{c,e}) \) where \( r_{c,b} \) and \( r_{c,e} \) are the first and the last \( r_c \) runnables in the chain. Otherwise, the worst-case end-to-end latency becomes the distance from the BCST of the first runnable to the WCFT of the last runnable plus the task period multiplied by the count of index decreases in the chain, which gives \( p^h_3 + WCFT(r_3.107) - BCST(r_3.149) \) for the example of Fig. 3 (b).

A cause-effect chain \( CEC_1 \) in Fig. 3 (c) consists of three runnables with different activation patterns. In this case, we consider the schedule time bound of the first runnable \( BCST(r_{5,7}) \) and \( WCFT(r_{5,7}) \) and examine all possible BCSTs of the second runnable \( r_{3,19} \) that may appear after the first runnable. In the example of Fig. 3 (c), there are three possible BCSTs of \( r_{3,19} \). If we consider a pair of runnables only, the worst-case scenario is that the second runnable starts just before the first runnable finishes and the label written by the first runnable is read by the second runnable at the latest in the next task instance. Based on this observation we define a set of starting points of the first runnable as shown in blue color in the figure. The set includes the schedule of the first runnable whose finish time coincides with a possible BCST of the second runnable as well as the earliest and the latest schedule within the schedule bound.

For the subsequent pair of runnables, for instance the second and the third runnables in the example of Fig. 3 (c), we need to consider the schedule time bound of the successor and the WCFT of the predecessor. If the WCFT of the predecessor lies in the schedule time bound of the successor, the label written by the predecessor should be read by the successor runnable at the latest in the next task instance. For each candidate starting point of the first runnable in the chain, the figure shows the longest cause-effect chain by green arrows where red and blue boxes mean the executions of runnables. Among all candidate starting points, we find one that gives the worst-case chain latency that is represented by a red bounding box in the figure, which corresponds to the second candidate starting point.

In this example, we consider a single runnable involved in each task. In case more than one runnable of the same task is included in the chain, we group them as a sub-chain. Then, a cause-effect chain consists of a sequence of sub-chains where each sub-chain consists of a set of runnables in the same task. If the worst-case latency of the sub-chain spans more than one task instance like the case of Fig. 3 (b), we need to consider only one starting point for the sub-chain for the second case.
III. PROPOSED SOLUTION TECHNIQUE FOR CHALLENGE 2

In the second challenge, we consider the worst-case memory access delay in the latency computation. Since memory accesses are arbitrated according to the FIFO policy and a core is assumed to be blocked during memory access, one memory access may be delayed by at most three accesses (one per each core). Hence a naive way to find a conservative upper bound is to assume that each access experiences blocking by three queued accesses. To find a tighter bound of memory access delay, however, we analyze the maximum number of memory accesses issued by tasks in each core within any time window of size $\Delta t$ by adopting the event stream model [6]. Then we can bound the number of memory accesses that are issued from remote cores. For example, if there are total 10 accesses during the worst-case response time of a task $\tau_i$, $L_{\tau_i}$, and all accesses are assumed to be blocked by three accesses, the total memory access delay will be $10 \cdot (8 + 3 + 1)$ cycles. If we know that some cores cannot issue more than 10 accesses within any time window of size $L_{\tau_i}$, we can tighten the upper bound of memory access delay.

Since we aim to find the maximum number of accesses within a time window, we consider the lower bound of execution time and the lower bound of initiation interval in this section. For brevity, we define a variable $C_i$ as the sum of best case execution times of all runnables in $\tau_i$ plus memory access delay without contention.

For a given time window of size $\Delta t$, we have to compute the maximum memory access requests from each core. To tackle this problem, several approaches that find an upper bound of the number of shared resource accesses within a time window have been proposed ([7], [8]). In this paper, we propose an improved technique by accounting for the scheduling pattern of tasks. For each core, we have to find out the task execution scenario that produces the maximum memory access requests within the time window. Since the number of task execution scenarios is enormously large, we consider the partitioning of the time window to tasks in the core. The partitioned time means the net execution time of a task. Note that a task may have multiple task instances in the time window that may not be continuous due to preemption or periodic appearance. Since the total execution time within a time window cannot exceed $\Delta t$, we check all combinations of task net execution times. For instance, suppose that there are two tasks in a core and $\Delta t = 3$. Then we check all possible combinations of execution time partitions: (0,3), (1,2), (2,1), and (3,0) where (a,b) means the net execution times of two tasks. If we compute the minimum and the maximum bound of net execution time that a task may take within a time window $\Delta t$, we can eliminate the infeasible partitions. If the first task cannot take 3 time units in any time window of size 3, (3,0) becomes impossible. With a given net execution time of a task, we find the upper bound of memory access requests.

At first, we define two functions $t_i^{min}(\Delta t)$ and $t_i^{max}(\Delta t)$ that represent the minimum and the maximum execution time amount a task $\tau_i$ may take within a time window $\Delta t$,
respectively. Fig. 4 illustrates two scheduling patterns of task \( \tau_i \) that correspond to \( t_i^{\text{min}}(\Delta t) \) and \( t_i^{\text{max}}(\Delta t) \), respectively. In the figure, a dashed rectangle indicates the time window \( \Delta t \), and the task is invoked with the minimum initiation interval \( p_i^l \). The start time of a task may be delayed by \( L_{r_i} - C_i \), in the worst-case by preemption or memory arbitration delay, which is represented as the grey area in the execution profile.

For a task \( \tau_i \) to take the minimum net execution time in the time window, the worst-case interval between two consecutive job instances should be considered. The worst-case interval is observed when an instance finishes its execution as soon as possible with response time of \( C_i \) and the start times of all subsequent instances are maximally delayed with \( L_{r_i} - C_i \) as shown in Fig. 4 (a). Then the minimum net execution time is found when the time window starts immediately after the finish time of the first instance. In summary, we can derive the function \( t_i^{\text{min}}(\Delta t) \) as follows:

\[
t_i^{\text{min}}(\Delta t) = C_i \cdot \left[ \max(0, \Delta t - c_i^{\text{min}}) \right] / p_i^l + \min(C_i, \max(0, \Delta t - c_i^{\text{min}}) \mod p_i^l)
\]

(5)

where \( c_i^{\text{min}} = p_i^l + L_{r_i} - 2 \cdot C_i \). The first term and the second term indicate fully included executions and partially included execution, respectively.

On the contrary, we should consider the shortest interval between two \( \tau_i \) instances in order to compute the maximum execution time in time window \( \Delta t \): an instance starts as late as possible to finish at its end-to-end latency \( L_{r_i} \), and subsequent instances start immediately at their request time. The execution time amount is maximized in time window \( \Delta t \) when the time window starts at the start time of the first task instance, as illustrated in Fig. 4 (b). The maximum amount of execution time \( t_i^{\text{max}}(\Delta t) \) is derived as follows:

\[
t_i^{\text{max}}(\Delta t) = \min \left( \Delta t, C_i \cdot \left[ \left\lfloor \Delta t + c_i^{\text{max}} \right\rfloor / p_i^l \right] \right) + \min(C_i, \left( \Delta t + c_i^{\text{max}} \mod p_i^l \right))
\]

(6)

where \( c_i^{\text{max}} = L_{r_i} - C_i \). The first term and the second term indicate fully included executions and partially included execution, respectively.

Now we compute how many instances may exist in a time window \( \Delta t \). Fig. 5 shows the same task schedule scenario of Fig. 4 (b) and the dashed rectangle indicates the time window to achieve the maximum execution time \( t_i^{\text{max}}(\Delta t) \) in a time window \( \Delta t \). In order to cover the task instances as many as possible in the time window, we shift the time window to the right direction. If the shift amount is greater than or equal to \( C_i \), the first task instance becomes outside of the time window, making the number of instances decreases. Hence the shift amount should be less than \( C_i \). On the other hand, we need to shift the time window as much as possible to include the instances at the right side of the time window. In summary, to make the maximum number of task instances that may lie in the time window, the time window should be shifted by \( C_i - 1 \). In the figure, the shifted rectangle contains one more instance of the task than the dashed rectangle.

Note that when the number of task instances laid in the time window is maximized, the net execution time may be smaller than that for the case when the net execution time in the time window is maximized. Hence we need to compare two cases to find the maximum possible resource demand; (1) the case the number of task instances is maximized and (2) the case the net execution time is maximized. Then we need to compute the maximum net execution time for the first case and the maximum number of task instances for the second case. The number of instances for the second case can be computed as \( n_i(\Delta t) = \left\lceil \frac{t_i^{\text{max}}(\Delta t)}{c_i} \right\rceil \). We denote the maximum net execution time for the first case as \( t_i^{\text{max}}(\Delta t) \), where arrow indicates that the time window is shifted by \( C_i - 1 \) to maximize the number of instances. Then \( t_i^{\text{max}}(\Delta t) \) can be formulated as follows:

\[
t_i^{\text{max}}(\Delta t) = C_i \cdot \left[ \max(0, \Delta t - c_i^{\text{max}}) \right] / p_i^l + \min(C_i, \max(0, \Delta t - c_i^{\text{max}}) \mod p_i^l)
\]

(7)

where \( c_i^{\text{max}} = p_i^l - L_{r_i} \). We denote the maximum number of \( \tau_i \) instances laid in the time window \( \Delta t \) as \( \overline{n_i}(\Delta t) \) and \( \overline{n_i}(\Delta t) \) can be computed from \( t_i^{\text{max}}(\Delta t) \) to be \( \left\lceil \frac{t_i^{\text{max}}(\Delta t) - 1}{C_i} \right\rceil \).

Finally, we formulate memory access bound function \( D_{A_i, A_C}(\Delta t) \) which finds the maximum number of accesses from a core \( A_i \) to global memory \( A_C \) within any time window of size \( \Delta t \). When we distribute the time amount \( \Delta t \) to tasks mapped onto \( A_i \), we should consider the constraint that a task \( \tau_k \) can be assigned the bounded net execution time \( t_k \) between \( t_k^{\text{min}}(\Delta t) \) and \( t_k^{\text{max}}(\Delta t) \). And, for a given \( \Delta t \), we consider two cases where the number of instances of a task \( \tau_k \) is \( n_k(\Delta t) \) or \( \overline{n_k}(\Delta t) \) as the access bound function of each individual task, \( D_{\tau_k, A_C}(t_k, \Delta t) \). In summary, the memory access bound
function is formulated as follows:

$$D_{AC}^{G}(\Delta t) = \max \left\{ \sum_{m_k=A^C_i} D_{AC}(t_k, \Delta t) \mid \forall m_k=A^C_i, t_k \geq t_{\min}^{\Delta t} \right\}$$

where $\eta_k^{A_C}(t)$ is the maximum number of resource accesses that may be issued from $n$ instances of a task $\tau_k$ to a memory $A^C$ when the net execution time of $\tau_k$ does not exceed $t$ execution units. $\eta_k^{n,A_C}(t)$ can be computed by moving the time window of size $t$ on the $n$ task instances that are executed one after another and finding the maximum number of resource accesses among all time windows.

$D_{AC}^{G}(\Delta t)$ can be obtained by the max-plus convolution of individual demand bound functions of (9) in polynomial time since the max-plus convolution has associative property and commutative property. $D_{AC}^{G}(\Delta t)$ is used to bound the arbitration delay during the latency computed by equations (1), (2), and (3). For a preemptive task, it may be blocked by one memory access from a lower priority task. For a cooperative task, we consider the maximum blocking by one lower priority runnable with its worst case memory access delay ($8+3t$ per one access). This blocking delay is independently computed and included in the worst-case latency. After computing the lower priority blocking delay, we consider memory accesses that are issued from the target task and higher priority tasks. To bound the interference from a core, we compute the number of memory accesses from the core during the latency of interest.

IV. PROPOSED SOLUTION TECHNIQUE FOR CHALLENGE 3

In this section, we propose a greedy algorithm that determines a label-to-memory mapping to optimize the end-to-end latencies. If a label is mapped to a local memory $A^L$, we can save the crossbar transfer delay ($8$ cycles) which is larger than the worst-case arbitration delay ($4$ cycles).

Algorithm 2 presents a pseudo code of the proposed greedy algorithm to determine label-to-memory mapping. Initially labels are mapped to a global memory $A^G$ (line 8). At first, we compute each fitness value of a mapping of $L[i]$ to $A^L_j$, $F[i][j]$ (line 9). The fitness value is higher if $L[i]$ is more frequently accessed from $A^L_j$. Then we determine a mapping of each label (lines 11-18). We select the most beneficial mapping according to the fitness values (line 12). Since we assume a limited local memory size, the label $L[i]$ can be mapped to $A^L_m$ in case $A^L_m$ has enough memory size (lines 13-16). The progress is repeated until there is no mapping that optimize the memory access delay (line 11).

Unlike the latency computation in challenge 2, the memory accesses from $A^C_i$ to $A^L_i$ do not involve transfer delay so that only arbitration delay at the memory should be considered. The technique to compute memory arbitration delay bound explained in challenge 2 can be easily extended to compute the memory access bound function of each memory separately.

V. CHALLENGE RESULTS

The estimated end-to-end latencies of all tasks and cause-effect chains from the proposed technique are summarized in Table. I. In the table, WCRT and E2E L. mean the worst-case response time and the end-to-end latency, respectively. (C1), (C2), and (C3) columns show the estimated results for challenge 1, challenge 2, and challenge 3, respectively. We assume unlimited local memory size in the experiment since no constraints are given.

Even without memory access delay, 6 out of 21 tasks in the challenge model are unschedulable according to our analysis results since core utilizations are too high: utilizations are 97%, 133.5%, 106.8%, and 117.9% for each core. There is even a task that has the worst-case execution time larger than its deadline (Task_10ms). End-to-end latencies of cause-effect chains cannot be analyzed due to the runnables in unschedulable tasks. We claim that the worst-case execution time should be decreased to make the system schedulable.

Results show that the portion of the memory access delay in the worst-case response time is not significant. Task_50ms becomes unschedulable when memory access delay is not ignored. Because of the memory access delay, its worst-case response time becomes over 8,000,000 and one more preemption of Task_20ms whose worst-case execution time is 2,093,688 occurs, making the response time larger than the deadline. Almost all read/write accesses go to local memory after label-to-memory mapping is done so that the memory access delay decreases accordingly. Task_20ms is barely schedulable after label-to-memory mapping.

We conducted additional experiment to find maximum execution times of tasks satisfying all task deadlines. For each core, we scale down all worst-case execution times of mapped
TABLE I
END-TO-END LATENCIES OF TASKS AND CAUSE-EFFECT CHAINS
SPECIFIED IN THE PROVIDED SYSTEM MODEL (UNIT: CYCLE)

<table>
<thead>
<tr>
<th>Task</th>
<th>WCRT (C1)</th>
<th>WCRT (C2)</th>
<th>WCRT (C3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR_10 (τ_0)</td>
<td>6,060</td>
<td>6,308</td>
<td>6,112</td>
</tr>
<tr>
<td>ISR_5 (τ_1)</td>
<td>57,784</td>
<td>58,256</td>
<td>57,784</td>
</tr>
<tr>
<td>ISR_0 (τ_2)</td>
<td>63,894</td>
<td>64,698</td>
<td>63,994</td>
</tr>
<tr>
<td>ISR_4 (τ_3)</td>
<td>137,024</td>
<td>138,278</td>
<td>137,209</td>
</tr>
<tr>
<td>ISR_8 (τ_4)</td>
<td>261,722</td>
<td>263,843</td>
<td>263,975</td>
</tr>
<tr>
<td>ISR_7 (τ_5)</td>
<td>530,598</td>
<td>534,435</td>
<td>531,061</td>
</tr>
<tr>
<td>ISR_11 (τ_6)</td>
<td>853,378</td>
<td>859,207</td>
<td>854,081</td>
</tr>
<tr>
<td>ISR_9 (τ_7)</td>
<td>unschedulable</td>
<td>unschedulable</td>
<td>unschedulable</td>
</tr>
</tbody>
</table>

CORE1
Task1 (τ_11) | 152,870 | 156,345 | 153,588 |
| Angle_Sync (τ_12) | unschedulable | unschedulable | unschedulable |

CORE2
Task2 (τ_13) | 80,817 | 82,425 | 81,188 |
| Task5 (τ_14) | 267,180 | 270,252 | 267,990 |
| Task20 (τ_16) | 5,799,404 | 5,760,276 | 5,719,254 |
| Task50 (τ_17) | 7,973,614 | unschedulable | 7,992,287 |
| Task100 (τ_18) | unschedulable | unschedulable | unschedulable |
| Task200 (τ_19) | unschedulable | unschedulable | unschedulable |
| Task1000 (τ_20) | unschedulable | unschedulable | unschedulable |

CORE3
ISR_1 (τ_0) | 7,011 | 7,383 | 7,066 |
| ISR_2 (τ_1) | 10,560 | 11,169 | 10,618 |
| ISR_3 (τ_10) | 15,347 | 16,247 | 15,448 |
| Task10 (τ_10) | unschedulable | unschedulable | unschedulable |
| Cause-effect chain | E2E L. (C1) | E2E L. (C2) | E2E L. (C3) |
| EffectChain_1 | unschedulable | unschedulable | unschedulable |
| EffectChain_2 | unschedulable | unschedulable | unschedulable |
| EffectChain_3 | 17,817,190 | 17,835,552 | 17,853,552 |

TABLE II
SCALED WORST-CASE EXECUTION TIMES FOR SCHEDULABLE SYSTEM
AND END-TO-END LATENCIES (UNIT: CYCLE)

<table>
<thead>
<tr>
<th>Task</th>
<th>WCET</th>
<th>WCRT</th>
<th>Deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR_10 (τ_0)</td>
<td>5,825</td>
<td>5,867</td>
<td>140,000</td>
</tr>
<tr>
<td>ISR_5 (τ_1)</td>
<td>49,570</td>
<td>55,473</td>
<td>180,000</td>
</tr>
<tr>
<td>ISR_0 (τ_2)</td>
<td>54,942</td>
<td>61,433</td>
<td>220,000</td>
</tr>
<tr>
<td>ISR_4 (τ_3)</td>
<td>70,233</td>
<td>131,700</td>
<td>300,000</td>
</tr>
<tr>
<td>ISR_8 (τ_4)</td>
<td>38,354</td>
<td>251,403</td>
<td>340,000</td>
</tr>
<tr>
<td>ISR_7 (τ_5)</td>
<td>62,375</td>
<td>509,791</td>
<td>980,000</td>
</tr>
<tr>
<td>ISR_11 (τ_6)</td>
<td>56,729</td>
<td>814,084</td>
<td>1,000,000</td>
</tr>
<tr>
<td>ISR_9 (τ_7)</td>
<td>71,135</td>
<td>896,985</td>
<td>1,200,000</td>
</tr>
</tbody>
</table>

CORE0 (96%)
Task1 (τ_11) | 108,537 | 109,164 | 200,000 |
| Angle_Sync (τ_12) | 540,366 | 1,197,321 | 1,332,000 |

CORE1 (71%)
Task2 (τ_13) | 75,159 | 75,511 | 400,000 |
| Task5 (τ_14) | 173,317 | 249,170 | 1,000,000 |
| Task20 (τ_16) | 1,947,129 | 3,383,096 | 4,000,000 |
| Task50 (τ_17) | 373,714 | 7,358,015 | 10,000,000 |
| Task100 (τ_18) | 1,751,743 | 19,908,967 | 20,000,000 |
| Task200 (τ_19) | 25,758 | 19,933,318 | 40,000,000 |
| Task1000 (τ_20) | 25,511 | 19,958,468 | 200,000,000 |

CORE2 (93%)
ISR_1 (τ_0) | 5,819 | 5,869 | 1,900,000 |
| ISR_2 (τ_1) | 2,945 | 8,834 | 1,900,000 |
| ISR_3 (τ_10) | 3,973 | 12,852 | 1,900,000 |
| Task10 (τ_10) | 1,944,313 | 1,985,764 | 2,000,000 |
| Cause-effect chain | E2E Latency | 1,986,054 |
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tasks by the same percentage and find the maximum percentages that make all estimated end-to-end latencies of tasks below deadlines. Table II summarizes the scaled worst-case execution times and the end-to-end latencies for challenge 3. Note the percentage decrease for each core is proportional to the utilization of the core.

VI. CONCLUSION
We present a solution technique to FMTV 2016 verification challenges, combining the response time analysis and schedule time bound analysis. The main contribution is that we consider schedule time bounds of runnables to tightly compute end-to-end latencies of cause-effect chains. Memory access bound functions are described to find the maximum possible arbitration delay with arrival curve analysis. A simple greedy algorithm is proposed to determine label-to-memory mapping. It took about one month to understand the challenge model and to solve the problem, applying the technique we have developed beforehand.
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Abstract—The FMTV challenge has been formulated and proposed to research groups as a case study and benchmark to compare different analysis methods for real-time multicore fuel injection applications. The nature of the problem is clear enough and the challenge can be likely met by a set of conventional analysis techniques (at least at the current level of description). However, the formulation of the problem and its practical solution are more than likely to reveal a number of additional issues that go from the model of the application, to analysis techniques that consider with much better precision the details of the HW platform, to the need for synthesis and optimization methods.

I. INTRODUCTION

The FMTV 2016 challenge consists of a timing analysis problem in which the AUTOSAR model of a set of cooperating tasks in a fuel injection application is deployed onto a 4-core platform. The objective of the challenge is to apply different analysis methods (worst-case, simulation-based and possibly stochastic) to models of the system with an increasing level of accuracy with respect to the memory placement of communication variables. At the simplest level, memory access times are simply neglected; next, different access times are assumed under the hypothesis of global or local memory allocation; and, finally, the problem of optimizing the placement of the memory items is presented.

True to the spirit of the description, we tackled the objectives of the challenge in a sequence, and because of timing constraints, at the time of this submission, only the results for some of the early activities were available. However, we believe that in the case of this challenge, the experience gathered along the path is at least as valuable as the final solution, and we found several issues that are worth discussing, beyond the presentation of the tool architecture that was used to derive the solution and the hard data that we computed as a result of the analysis.

From the architecture standpoint, we attempted two solutions to the problem: to simulate the time behavior using a scheduling simulator that was previously available at our laboratory, and to analyze the task-set for its worst-case behavior, using a set of formulas derived from the problem description and obtained by adaptation of classical results.

We provide the results of these two analysis methods (with an additional discussion on how to tackle the memory access time problem), but we also believe several issues are worth discussing. Among those:

The definition of response times when the system contains chains of tasks or runnables communicating asynchronously. The challenge refers to a set of definitions (reactive and age) for which an application-level justification is not clear enough and for which (despite being formally presented in [1]) a solution in analytical closed form or as an algorithm has never been presented and validated in a peer-reviewed paper.

Next, while the challenge has the merit of restoring to the foreground the consideration of hardware features and issues, its description of the HW architecture details is still incomplete and simplistic. For example, the FIFO arbiter controlling accesses to shared memory is likely to be integrated within the crossbar or possibly placed after it, but this information can only be guessed and would affect the access times to memory.

Finally, and most important, the problem probably placed too much emphasis on the analysis part and seems to neglect the runnables placement problem, which is most likely the most relevant design issue for a system like this.

II. SYSTEM MODEL AND NOTATION

The challenge model is in large part compliant with the AUTOSAR metamodel and adopts from it definitions and most of the semantics for activation and communication of functions (runnables in AUTOSAR). An attempt at the formal characterization of the challenge model is the following.

A task $T_i$ is composed of an ordered sequence of $n_i$ runnables $\rho_{i,1}, \ldots, \rho_{i,n_i}$, each of which has its execution time defined as a statistical distribution $C_i$, which is defined as a truncated Weibull distribution for most if not all the runnables in the model. For the purpose of worst-case analysis, the worst-case execution time (WCET) $C_{i,j}$ and a best-case execution time $c_{i,j}$ may be computed from the distribution $C_i$.

The scheduling of each task is also controlled by its scheduling mode (cooperative or preemptive) and its priority $\pi_i$, with preemptive tasks having higher priority than cooperative tasks, and cooperative tasks only preempts each other at runnable boundaries.

The model also defines deadlines that apply to tasks and task chains. For tasks, deadlines bound the worst case completion time with respect to the activation and match the common definition of a relative deadline $D_i$. Also, all tasks are assumed to be periodic or sporadic, with a period or a minimum inter-arrival time $T_i$. When applicable, relative deadlines are constrained to be smaller than or equal to periods, i.e., $D_i \leq T_i$. In the end, we assume each task is defined by a tuple $(C_i, \pi_i, D_i, T_i)$, where $C_i = \sum_{j=1}^{n_i} C_{i,j}$.

We denote as $R_{i,j}$ the worst-case response time of the $j$th runnable of task $T_i$, while $r_{i,j}$ denotes its best-case response time. $hp^{C}(i)$ and $hp^{P}(i)$ denote the set of preemptive and cooperative tasks, respectively, having priority greater than $\tau_i$. We denote as $hp(i) = hp^{P}(i) \cup hp^{C}(i)$ the union of the two disjoint sets.

As for end-to-end chains, the assumed model is based on the asynchronous propagation of information by means of shared data variables. These variables (labels in the model) are read and written by the runnables.
Figure 1 illustrates the three effect chains that are analyzed in the context of the challenge. Note that, in the third chain, we replaced Label 2197 with Label 646 to fix a mistake in the model (Label 2197 is not read nor written by the last two runnables in the chain, while Label 646 is the only one that satisfies the read/write relation imposed by the chain).

![Effect Chains Diagram](image)

**Fig. 1: Effect chains in the model.**

The following semantics have been considered for end-to-end latency calculation (from [1]):

- **Last-to-First (L2F):** it considers the delay between the last input that is not overwritten until the first output generated with the same input.
- **First-to-First (F2F) or Reactive:** it considers the delay between the first input that may be overwritten until the first output generated with the next different input;
- **Last-to-Last (L2L) or Maximum Age:** it considers the delay between the last input that is not overwritten until the last output, considering duplicates.

The problem with this definition is that it is hardly formal, and even in the original reference there seems to be no single point in which a formal definition appears. Hence, we used the following definitions.

Assume a chain of periodic communicating runnables \( \Gamma = \{\rho_1, \rho_2, \ldots, \rho_n\} \). Also, assume \( \alpha_{j,h} \) denotes the h-th activation of runnable \( \rho_j \), \( f_{j,h} \) its finishing time, and \( I_{j,h} \). \( O_{j,h} \) are the sets of input and output values that are respectively read from and written to the labels accessed by the h-th instance of \( \rho_j \).

Then, the L2F latency of the chain \( \Gamma \) is the maximum value \( f_{n,r} - \alpha_{1,p} \) (finishing time of the r-th instance of \( \rho_n \) minus the activation time of the p-th instance of \( \rho_1 \)), such that for some \( p, q, r \):

\[
\forall i = 1, \ldots, (n - 2) \quad O_{i,p} = I_{i+1,q} \quad \text{and} \quad O_{i+1,q} = I_{i+2,r} \\
\text{and} \quad I_{i+1,q} \neq I_{i+1,q-1} \quad \text{and} \quad I_{i+2,r} \neq I_{i+2,r-1}.
\]

Similarly, the F2F latency of the chain \( \Gamma \) is the time interval between the latest \( \alpha_{1,p} \) and the earliest \( f_{n,r+1} \) such that for some \( p, q, r \):

\[
\forall i = 1, \ldots, (n - 2) \quad O_{i,p} = I_{i+1,q} \quad \text{and} \quad O_{i+1,q} = I_{i+2,r} \\
\text{and} \quad I_{i+1,q} \neq I_{i+1,q+1} \quad \text{and} \quad I_{i+2,r} \neq I_{i+2,r+1}.
\]

Finally, the L2L latency of the chain \( \Gamma \) is the maximum value \( f_{n,r} - \alpha_{1,p} \) (finishing time of the r-th instance of \( \rho_n \) minus the activation time of the p-th instance of \( \rho_1 \)), such that for some \( p, q, r \):

\[
\forall i = 1, \ldots, (n - 2) \quad O_{i,p} = I_{i+1,q} \quad \text{and} \quad O_{i+1,q} = I_{i+2,r}.
\]

Figures 2 and 3 exemplify the definitions in the case of undersampling and oversampling effects, respectively. In particular, referring to the chain \( \{\rho_1, \rho_2, \rho_3\} \) in Figure 2, the end-to-end delay by the L2F semantics corresponds to the time interval between the activation \( a_{1,1} \) and the finishing time of the runnable activated at time \( a_{3,1} \); the end-to-end delay by F2F corresponds to the time interval \( [a_{1,1}, f_{3,2}] \). By L2L, it is measured as for the L2F semantics (i.e., \( f_{3,3} - a_{1,1} \)). In case of oversampling (Figure 3), the end-to-end delay can be measured by the L2F semantics as \( f_{3,2} - a_{1,1} \); by F2F it is \( f_{3,3} - a_{1,1} \), while the L2L semantics accounts for the same data read by multiple runnable instances (e.g., in the time interval \( f_{3,4} - a_{1,1} \)).

**Fig. 2: End-to-end delay in the case of undersampling.**

**Fig. 3: End-to-end delay in the case of oversampling.**

The definition ambiguity leaves open a fundamental issue. **What is the actual meaning and relevance (in application terms) of such definitions?**

### III. Worst-case Latency Analysis

This section discusses the analytical approach to compute the worst-case response times for tasks and chains, with and without consideration of the timing for the access to (shared and local) memory.

#### A. Analysis without memory access times

For any preemptive task, the worst-case response time of runnable \( \rho_{i,j} \) is given by the fixed point iteration of the following formula (starting with \( R_{i,j}^0 = \sum_{h=1}^j C_{i,h} \)):

\[
R_{i,j} = \sum_{h=1}^j C_{i,h} + \sum_{k \in IP(i)} \left[ \frac{R_{i,j}}{T_k} \right] C_k.
\]
The above formula quantifies the higher-priority interference suffered by $\rho_{i,j}$ by considering the synchronous periodic arrivals of higher-priority tasks.

For cooperative tasks, the worst-case response time needs to consider also the blocking time by lower-priority cooperative runnables and the fact that the last runnable does not suffer any preemption by higher-priority cooperative tasks once it has started executing. In addition, by analogy with the limited preemptive scheduling with fixed preemption points [2], it is not enough to compute the response time of the first job after the critical instant. In particular, the computation must be carried out for all jobs $s \in [1, K_i]$ falling within the so called Level-i Active Period $L_i$, such that $K_i = \left\lceil \frac{L_i}{T_i} \right\rceil$. Therefore, in case of a cooperative task $\tau_i$, we can compute the worst-case finishing time of the $s$th job of $\rho_{i,j}$ by the fixed point iteration of the following formula:

$$f^s_{i,j} = \sum_{h=1}^{j} C_{i,h} + B_{i,j} + (s - 1)C_i + \sum_{k \in h^p(i)} \left[ f^s_{i,j} - C_{i,j} \right] C_k + \sum_{k \in h^p(i)} \left[ \left( f^s_{i,j} - C_{i,j} \right) - 1 \right] C_k,$$

where

$$B_{i,j} = \max_{q \in h^P(i)} C_{q,h}$$

represents the maximum blocking time imposed by lower-priority cooperative tasks.

Then, the worst-case response time of $\rho_{i,j}$ can be computed as:

$$R_{i,j} = \max_{s \in [1, K_i]} f^s_{i,j} - (s - 1)T_i.$$  

### Worst-case start time computation

Another quantity of interest for the end-to-end latency computation is the worst-case start time $S_{i,j}$ of runnable $\rho_{i,j}$. The calculation is the same for both the case of preemptive and cooperative tasks, and is given by:

$$S_{i,j} = \epsilon + \sum_{h=1}^{j-1} C_{i,h} + \sum_{k \in h^p(i)} \left[ S_{i,j} \right] C_k,$$

where $\epsilon$ is an arbitrarily small constant.

### Best-case response time computation

For preemptive tasks, the best-case response time of runnable $\rho_{i,j}$ is [3]:

$$r_{i,j} = \sum_{h=1}^{j} c_{i,h} + \sum_{k \in h^p(i)} \left[ \left( r_{i,j} \right) - 1 \right] c_k.$$

For cooperative tasks, a lower-bound on the best-case response time can be computed by considering a zero blocking-time from lower-priority tasks and the minimum amount of interference from higher-priority tasks [3], [4]:

$$r_{i,j} = \sum_{h=1}^{j} c_{i,h} + \sum_{k \in h^p(i)} \left[ \left( r_{i,j} \right) - 1 \right] c_k + \sum_{k \in h^p(i)} \left[ r_{i,j} - C_{i,j} \right] C_k.$$  

### B. End-to-end Latency Calculation

The end-to-end latencies have been computed according to the semantics reported in Section II. For each chain, we first compute the end-to-end latency by the Last-to-First (L2F) semantics, and then extend it to obtain the latencies by the F2F and L2L semantics.

#### Last-to-First semantics

The end-to-end latency of chain $\rho_1, \ldots, \rho_N$ according to the L2F semantics can be computed as:

$$T_1 + \sum_{i=1}^{N-1} \left( R_i + \min(T_{i+1} - r_{i+1}, T_i) \right) + R_N.$$  

#### First-to-First semantics

With respect to the L2F semantics, in the F2F semantics we need to add one cycle delay for the first runnable in the chain, in order to consider the previous input. Therefore, the end-to-end latency of chain $\rho_1, \ldots, \rho_N$ according to the F2F semantics can be computed as:

$$T_1 + \sum_{i=1}^{N-1} \left( R_i + \min(T_{i+1} - r_{i+1}, T_i) \right) + R_N.$$  

Additionally, the F2F semantics considers previous inputs that are overwritten. In order to compute how many times in the worst case an input is overwritten between consecutive stages of the chain (i.e., between runnables $\rho_i$ and $\rho_{i+1}$), we need to find the largest possible integer $\pi \geq 1$ that satisfies:

$$T_i + nT_{i+1} - r_{i+1} \geq \pi T_i + r_i - R_i.$$  

This relation guarantees that the longest interval between two consecutive reads is greater than the shortest interval between $\pi$ consecutive writes. If the above relation holds (i.e., input overwriting takes place), we compute the end-to-end latency of chain $\rho_1, \ldots, \rho_N$ as:

$$T_1 + \sum_{i=1}^{N-1} \left( R_i + \pi T_i \right) + R_N.$$  

#### Last-to-Last semantics

With respect to the L2F semantics, the L2L also considers subsequent outputs that are overwritten. In order to compute how many times in the worst case an output is overwritten between consecutive stages of the chain, we need to find the largest possible integer $\tilde{n} \geq 1$ that satisfies:

$$T_i - r_i + R_i \geq \tilde{n}T_{i+1} - r_{i+1} + S_{i+1}.$$  

This relation guarantees that the longest interval between two consecutive writes is greater than the shortest interval to perform $\tilde{n}$ consecutive writes. If the above relation holds (i.e., output overwriting takes place), we compute the end-to-end latency as:

$$\sum_{i=1}^{N-1} \left( R_i + \tilde{n}T_{i+1} - r_{i+1} \right) + R_N.$$  

Otherwise, the end-to-end latency by the L2L semantics is as the one obtained under the L2F semantics.
C. Analysis with memory access and arbitration times

In the proposed model, the four cores contend for access to a shared global memory (GRAM) with FIFO arbitration. Each read/write access to GRAM costs 9 cycles (there is no caching effect). Therefore, in the worst case each memory access might get blocked by pending accesses from other cores, i.e., each access can be delayed for 9(m − 1) = 27 cycles. Adding up the memory access cost for the current request, we obtain a worst-case memory-access penalty of 36 clock cycles. By exploiting the knowledge of how many labels are read/written by each runnable, we can compute the worst-case memory access latency for its read/write phases.

In the best case, memory accesses do not experience any delays from other cores, leading to a best-case memory-access time of 9 clock cycles. Accordingly, we can compute the best-case memory access latency for the read/write phases.

Such values need to be added to the execution time of each runnable, to which the analysis described in Section III-A can be applied identically.

The worst-case estimate of 9(m − 1) cycles implies that the 9 cycles access cost is repeatedly applied on each FIFO access, which is most likely a pessimistic estimate given the lack of detailed information on the HW (memory) configuration. Careful consideration of the memory access costs require a model of the execution HW more detailed than what is typically available in scheduling analysis papers.

D. End-to-end Latency Calculation

The end-to-end latency calculation can be performed as described in Section III-B, with the following differences.

1) Effect Chain 1: In the effect chain 1: (i) all runnables belong to the same task (Task10ms, allocated to core 3), hence all runnables are bound to the same rate; (ii) there is backward communication between the third and the fourth runnable, which implies a one cycle delay until the last datum is read. Therefore, the worst-case end-to-end latency of this effect chain by L2F can be computed as:

\[ L_1^{2LF} = T_{10ms} + R_{10ms,107} = 13376 \mu s. \]  

Given that all runnables belong to the same task, this result is valid also when considering the L2L semantics. As for the F2F semantics, the analysis needs to consider a one cycle delay for the first runnable, that is:

\[ L_1^{F2F} = 2T_{10ms} + R_{10ms,107} = 23376 \mu s. \]

2) Effect Chain 2: Unlike the previous chain, runnables in this chain belong to different tasks with different rates. In this case, the end-to-end latency calculation should also consider the over-sampling effect between pairs of consecutive runnables. By the L2F semantics, applying Equation (6), we obtain:

\[ L_2^{2LF} = R_{100ms,7} + \min(T_{10ms} - r_{10ms,19}, T_{100ms}) + R_{10ms,19} + \min(T_{2ms} - r_{2ms,8}, T_{10ms}) + R_{2ms,8} = 52222 \mu s. \]

As for the F2F semantics, due to the over-sampling effect, there are no input overwritings (Condition (8) is never verified), hence the end-to-end latency is simply given by:

\[ L_2^{F2F} = L_2^{2LF} + T_{100ms} = 152222 \mu s. \]

Finally, the end-to-end latency computation for the L2L semantics requires to verify Condition (10) for any pair of consecutive runnables. In this case, we obtain \( \hat{n} = 13 \) for the first stage and \( \hat{n} = 5 \) for the second stage, which yields:

\[ L_2^{L2L} = R_{100ms,7} + 13 \cdot T_{10ms} - r_{10ms,19} + R_{10ms,19} + 5 \cdot T_{2ms} - r_{2ms,8} + R_{2ms,8} = 180222 \mu s. \]

3) Effect Chain 3: Also in this case, runnables belong to different tasks with different rates. Task periods have increasing values, leading to an under-sampling effect.

By the L2F semantics, applying Equation (6), we obtain:

\[ L_3^{2LF} = R_{700/800us,3} + \min(T_{2ms} - r_{2ms,3}, T_{700/800us}) + R_{2ms,3} + \min(T_{50ms} - 50ms,36, T_{2ms}) + R_{50ms,36} = 41953 \mu s \]

TABLE I: Scaling factors.

<table>
<thead>
<tr>
<th>Task</th>
<th>Core</th>
<th>( \sigma )</th>
<th>( \sigma^M )</th>
<th>Task</th>
<th>Core</th>
<th>( \sigma )</th>
<th>( \sigma^M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR10</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>ISR8</td>
<td>0</td>
<td>1</td>
<td>0.49</td>
</tr>
<tr>
<td>ISR5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>ISR7</td>
<td>0</td>
<td>1</td>
<td>0.48</td>
</tr>
<tr>
<td>ISR6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>ISR11</td>
<td>0.58</td>
<td>0.29</td>
<td>0.52</td>
</tr>
<tr>
<td>ISR4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>ISR9</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ISR8</td>
<td>0.5</td>
<td>0.29</td>
<td>0.52</td>
<td>ISR1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1ms</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>ISR3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Angle Sync</td>
<td>0</td>
<td>0.37</td>
<td>0.26</td>
<td>ISR2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2ms</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>ISR5</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Due to the sporadic nature of the first runnable, we assume $T_{700/800us} = 800 \mu s$ in order to maximize latency.

The end-to-end latency by the F2F semantics requires to add one cycle delay with respect to L2F and to verify Condition (8) for any pair of consecutive runnables. We obtain $\pi = 2$ for the first stage and $\pi = 43$ for the second stage, which yields:

\[
L^2F_i = T_{700/800us} + 2 \cdot T_{700/800us} + R_{700/800us,3} + 43 \cdot T_{2ms} + R_{2ms,3} + R_{50ms,36} = 127553 \mu s.
\]

Finally, the end-to-end latency for the L2L semantics is equal to the L2F case, because no output is overwritten due to the under-sampling effect.

Similar calculations are performed to compute end-to-end latencies accounting for memory effects, as described in Section III-C.

Table II summarizes the obtained end-to-end latencies calculated according to the different semantics adopted, for each of the two challenges.

<table>
<thead>
<tr>
<th>Chain</th>
<th>L2F I</th>
<th>L2F II</th>
<th>F2F I</th>
<th>F2F II</th>
<th>L2L I</th>
<th>L2L II</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13376</td>
<td>13385</td>
<td>23376</td>
<td>23383</td>
<td>13376</td>
<td>13385</td>
</tr>
<tr>
<td>2</td>
<td>552727</td>
<td>552796</td>
<td>152222</td>
<td>1522796</td>
<td>180222</td>
<td>180796</td>
</tr>
<tr>
<td>3</td>
<td>41953</td>
<td>42448</td>
<td>127553</td>
<td>130040</td>
<td>41953</td>
<td>45248</td>
</tr>
</tbody>
</table>

IV. Model Simulator

The analysis by simulation of the challenge model has been performed by a purposely developed extension [6] [7] to the C++ RTSIM [8] scheduling simulator.

A. Data Acquisition

The (engine control) application model that is the subject of the challenge is defined by an XML file that can be parsed to obtain the model data. The model information is then stored in data structures internal to the simulator C++ classes.

Some of the model information requires a preliminary elaboration, such as the execution time that is represented by parameters of a Weibull distributions: the lower bound ($b$), the upper bound ($B$), the mean ($\eta$), and the probability of having values greater than the upperbound ($\rho$). Those parameters must be converted to compute the standard Weibull parameters: scale ($\lambda$) and shape ($k$). The transformation has been performed considering that the cumulative distribution function (CDF), given an uniformly distributed random variable $x$, is null for $x < 0$ and for $x \geq 0$ is defined as $CDF (x) = 1 - e^{-x/\lambda}$. By considering that for $x = B - b$, it is possible to obtain $CDF (B - b) = 1 - \rho$, and after performing some substitution it is possible to define $\lambda = \frac{\sqrt{-\ln \rho}}{B - b}$. The mean value of a Weibull distribution is calculated as $\eta = \lambda \Gamma (1 + \frac{1}{k})$, and, by substituting the first result in the second equation, we obtain $\frac{\sqrt{-\ln \rho}}{B - b} \Gamma (1 + \frac{1}{k}) - \eta = 0$.

The approach followed by the simulator described in this paper to obtain an approximation of the $k$ parameter is to minimize the absolute error of the previously described function

\[
\min_{k>0} \left| \sqrt{-\ln \rho} - \frac{\gamma - \ln \rho}{B - b} \right| (1 + \frac{1}{k}) - \eta \right|.
\]

The function minimum is obtained by using the GNU Scientific Library [9].

B. Cores, Kernels and Schedulers

In RTSIM the main entity for scheduling simulations is the Kernel. Each Kernel has an associated Core. Once a Kernel is instantiated, the programmer assigns a Scheduler to it. Among the different available schedulers, the one used for the challenge is the fixed priority scheduler. In RTSIM, partitioned multi-core scheduling is obtained by instantiating multiple Kernel objects, one for each core.

C. Tasks

Each task $t_i$ in RTSIM is defined by its parameters: the activation time of first job ($a_{i,0}$), its relative deadline ($D_i$), its period or minimum inter-arrival time ($T_i$), and the sequence of instructions it executes, each defined by an execution time specification (deterministic or random). For any periodic task, the activation time of each job is computed by adding $T_i$ to its last activation time. For sporadic tasks, a random value in the range $[T_i, T_i^{max}]$ is added to the last activation time, where $T_i^{max}$ denotes the maximum inter-arrival time of $t_i$. Relative deadlines are set equal to $T_i$. As for the job instructions, each task executes a sequence of runnables. According to the RTSIM syntax, we defined a new instruction “runnable(runnableName)”, and the code of each task is of the form

runnable(r1); runnable(r2); ... runnable(rN);

D. Runnables

Cooperative tasks preempt lower priority cooperative tasks only at runnable borders, while higher priority preemptive task can preempt any lower priority task and runnable. In the case of cooperative tasks, preemption within runnables is prevented by locking and unlocking a core-specific mutex dedicated to cooperative tasks before and after calling a runnable. The resulting job code for a cooperative task is:

...lock(muxC); runnable(rX); unlock(muxC)...

When a job calls a runnable instruction, the operations performed, in order, are the following: updating end-to-end statistics associated to labels reading events, virtually executing the runnable computations, updating end-to-end statistics associated to labels writing events.

E. Results

All the simulation runs performed for the challenge system produced the following: (i) Complete traces of the task scheduling events; (ii) F2F and L2L end-to-end delays of each chain; (iii) Response times of all runnables involved in each chain. The system simulation was performed collecting sample runs for different initial offsets of the tasks. For periodic tasks, the initial offsets are uniformly selected in the interval $[0, T_{i}]$, while for sporadic tasks they are chosen in $[0, T^{max}_{i}]$. The execution of the tasks has been simulated for a total virtual time of one hour. The simulation required 28 minutes and 50
Fig. 4: End-to-end delays obtained by simulation.

seconds on a system with an *Intel i7-2630QM* core running at 2 GHz and 8 GB of DDR3 RAM running at 1333 MHz.

Figure 4 represents the distribution of the F2F and L2L latencies for each chain. For the first chain, the maximum end-to-end delays measured by simulation are 22377 µs for F2F and 12377 µs for L2L. For the second chain, the maximum end-to-end delays measured by simulation are 109.26 ms for F2F and 107.26 ms for L2L. In the end, the simulation returns 61324 µs for F2F and 3139.4 µs for L2L as maximum end-to-end delays for the third chain.

Additionally, Table III establishes a comparison between the worst-case response times of the runnables by the worst-case latency analysis of Section III (WCRT), which takes into account the scaling factors computed in Table I to guarantee schedulability, and the maximum response times observed during our simulations (SIM).

TABLE III: Worst-case response times (µsec) for the first (I) and second (II) challenge.

<table>
<thead>
<tr>
<th>Runnable</th>
<th>WCRT I</th>
<th>WCRT II</th>
<th>SIM I</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&lt;sub&gt;10ms,149&lt;/sub&gt;</td>
<td>5176</td>
<td>5144</td>
<td>3556</td>
</tr>
<tr>
<td>R&lt;sub&gt;10ms,243&lt;/sub&gt;</td>
<td>7919</td>
<td>7903</td>
<td>5431</td>
</tr>
<tr>
<td>R&lt;sub&gt;10ms,272&lt;/sub&gt;</td>
<td>8896</td>
<td>8879</td>
<td>6139</td>
</tr>
<tr>
<td>R&lt;sub&gt;10ms,107&lt;/sub&gt;</td>
<td>3376</td>
<td>3383</td>
<td>2377</td>
</tr>
<tr>
<td>R&lt;sub&gt;10ms,7&lt;/sub&gt;</td>
<td>39647</td>
<td>39865</td>
<td>6992</td>
</tr>
<tr>
<td>R&lt;sub&gt;10ms,19&lt;/sub&gt;</td>
<td>770</td>
<td>781</td>
<td>577</td>
</tr>
<tr>
<td>R&lt;sub&gt;2ms,12&lt;/sub&gt;</td>
<td>142</td>
<td>130</td>
<td>122</td>
</tr>
<tr>
<td>R&lt;sub&gt;2ms,3&lt;/sub&gt;</td>
<td>30</td>
<td>33</td>
<td>27</td>
</tr>
<tr>
<td>R&lt;sub&gt;2ms,36&lt;/sub&gt;</td>
<td>49</td>
<td>53</td>
<td>46</td>
</tr>
<tr>
<td>R&lt;sub&gt;2ms,36&lt;/sub&gt;</td>
<td>39074</td>
<td>39562</td>
<td>11151</td>
</tr>
</tbody>
</table>

The evaluation of the memory access costs requires further extensions to the simulation engine that could not be completed in time for this paper.

V. CONCLUSIONS

In this paper, we proposed two solutions for the timing verification problem of the FMTV challenge. The first approach builds a mathematical model of the system and calculates worst-case latencies by adaptation of existing response time analysis techniques. Upper bounds on the end-to-end latencies are derived by first ignoring and then including memory access times. Then, a simulator of the given AUTOSAR model has been built on RTSIM to compute end-to-end latencies of the selected effect chains.
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Abstract—Real-time scheduling analysis is an important step in safety relevant embedded system design for many application domains, such as avionics, automotive and automation. Increasing system complexity, not least due to raising automated mobility, requires constant evolution of the analysis approaches, resulting in a vital research domain.

We like to contribute to the research by presenting a computational analysis approach, where the system model is unfolded as discrete-time state transition system. The analysis engine is tailored particularly for real-time scheduling analysis and exploits respective optimisations. We show the applicability of the approach on an industrial relevant problem, and discuss its advantages and limits.

I. INTRODUCTION

The question whether a system can deliver its functions timeliness when deployed on a hardware architecture is an integral part of the safety aspect of embedded system design for many application domains, such as avionics, automotive and automation. Real-time scheduling analysis is a well established discipline, providing a wealth of methods to verify relevant timing aspects of the deployed system. Most approaches are based on also well-established models, so called task networks, and differ mainly in details that reflect the focus and capabilities of the underlying mathematical method.

Although the discipline exists for several decades, publicly available benchmarks were rather rare for a long time. People sporadically came up with real-world or carefully designed artificial examples [9], [6]. Such models help the community to compare their methods, to investigate the individual advantages (and disadvantages), and to evolve the approaches.

Recently, a group of researchers came up with the idea of a verification challenge, where particularly timing analysis problems are made public, and invited all interested parties to try their approaches and to discuss the results. We believe this is a very good idea, which is proven to be an effective instrument for progress in other formal verification communities.

We would like to contribute to this effort by providing analysis for a system model that is derived from a large real-world application. The authors of [5] constructed a generator from an anonymised engine control application with thousands of functions, which can be parametrised in order to obtain appropriate benchmarks.

The present system is given as an AMALTHEA\textsuperscript{1} (A4P) model, and can be downloaded from the WATERS workshop website\textsuperscript{2}. On this model, we apply a model-checking based analysis [7]. In contrast to other existing, more general frameworks like timed automata, our approach is based on the idea to construct a highly specialised model-checking engine particularly tailored for real-time scheduling analysis. This has been done before, e.g., with the TIMES tool [1]. Our approach however exploits discrete-time state space construction, using a variant of time darts [4] in order to reduce the footprint of state-space representation.

We briefly discuss the system model, and how we interpret it where needed, in the following section. Section III introduces the analysis approach and details how we tackle the verification challenge. Results are presented in Section IV, followed by a summarising discussion in Section V. Section VI concludes the paper.

II. SYSTEM MODEL AND ITS INTERPRETATION

The system of the verification challenge consists of a multicore processing unit with four identical cores, which are connected to a crossbar switch, and five memory banks. All system components are running at 200 MHz, resulting in a length of 5 ns for a processing cycle.

Every core is directly connected to its local memory bank. Additionally, the cores can access all other local memory banks as well as the global memory bank via the crossbar switch, however, at the cost of additional cycles. The switch, as stated in the challenge call [3], provides full connectivity. We interpret this such that no congestion occurs at the switch due to concurrent memory accesses from different cores. The switch imposes 8 cycles latency on a memory access. The challenge call further states that accesses to the memory banks are serialised using a FIFO strategy. This is also true for the local memories; all accesses from the local core as well as from other cores via the switch go to the same FIFO buffer. Every memory access takes 1 cycle.

The system consists of 21 tasks. Each task contains multiple runnables, which are executed sequentially, as the call graphs in the model indicate. All runnables consist of a similar set of runnable items, which is (1) a sequence of read accesses to various memory cells (labels), (2) execution of an instruction

\textsuperscript{1}http://www.amalthea-project.org/

\textsuperscript{2}https://waters2016.inria.fr/challenge/
sequence abstracted by a probability distribution, and (3) a sequence of write accesses to memory cells, in this order. We interpret the runnable items as a sequence, i.e., read and write accesses to the labels are performed one after the other.

The tasks are allocated to the four cores as shown in Figure 1. Each core executes an operating system that schedules tasks according to the OSEK standard. To this end, tasks get priorities in ascending order, with 0 being the lowest priority. While these priorities are globally defined, task allocation induces unique core-local priority orders. All except five tasks are preemptively scheduled (cf. Table I). The remaining tasks are cooperative. Preemptive tasks can preempt lower priority tasks – no matter whether preemptive or cooperative – at any point in time. Cooperative tasks can be preempted by higher priority cooperative tasks only at runnable boundaries. Note that, while the A4P meta-model defines so called schedule points where cooperative tasks can be preempted, the authors of the challenge explicate it otherwise.

All tasks are activated by individual stimuli. The A4P modelling framework defines various kind of stimuli. Two types are used for the model, namely periodic and sporadic. According to the documentation, periodic stimuli are defined by two parameters. The offset defines the time of the first task activation after system initialisation. The recurrence parameter defines the activation period relative to the first one. Sporadic stimuli are defined by a probability distribution defining the minimum and maximum inter-arrival time for task activations. All sporadic stimuli in the model are defined by a uniform distribution with lower and upper bound. We assume, as stated by the authors of the challenge, that also for sporadic stimuli the first event occurs at time 0.

The model finally contains three effect chains as shown in Figure 2, which define data flows that can be observed in the system. All events referred to by the chains are start events of runnables. The first chain refers to a sequence of runnables that all belong to task Task_10ms, which is (names are abbreviated) \{R149,R243,R272,R107\}. A further inspection of the model reveals that theses runnables indeed access common memory labels; every runnable of the chain sequence (except the last) writes to a label that is read by the subsequent runnable. As the runnables of the task are executed in ascending numbering order, the resulting data flow is spread over two subsequent executions of the task, which is indicated in the top part of Figure 2.

The other two are cross-core effect chains. The second chain involves tasks Task_100ms, Task_10ms and Task_2ms, which are allocated to Core 2 and Core 3, respectively. The third chain also crosses two cores, Core 0 (ISR_10) and Core 2 (Task_2ms and Task_50ms).

The challenge states three sub-challenges. All of them ask for tight lower and upper bounds of the end-to-end latencies of the three effect chains. The first effect chain for example is asking for lower and upper bound of the time between the start events of runnables R149 and R107. The first sub-challenge states that all memory accesses shall be ignored. The other two state that memory accesses should be taken into account, which induces additional latencies due to congestions for memory accesses. Concerning the second sub-challenge, we assume that the labels are allocated to the memory banks as defined in the model. The third sub-challenge asks for an allocation of the labels such that the end-to-end latencies become minimal. We do not cope with this optimisation challenge in the present paper.

III. ANALYSIS APPROACH

In order to keep analysis times and (memory) space manageable, we follow a compositional approach, where we consider the challenge as a set of separate scheduling problems. To this end, we re-model every core and its allocated tasks in terms of our analysis model as exemplified in Figure 3. The top part of the figure shows the relevant artefacts, namely event sources (yellow boxes), tasks (blue circles) and processing units (grey boxes). Event sources emit events according to their assigned event stream behaviour, which is defined by four parameters $P^-, P^+, J$ and $O$. The time between any two subsequent events is selected non-deterministically as follows: Given time instants $t_{i+1}^j \in [t_i^j + [P^-, P^+]$ the event source emits events at
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**Fig. 1.** Analysis Model (all four cores with associated tasks, buses and memories are omitted)

**Fig. 2.** Three Effect Chains of the Challenge Model
time points $t_i \in t_i' + [0, J]$. Generally, the first time instant is chosen non-deterministically from the interval $[O, O + P^+]$, i.e., $t_i' \in [O, O + P^+]$.

Event sources are hence sufficient to model periodic as well as sporadic stimuli of the challenge model. As the stimuli defined in A4P send their first event at a fixed offset (in the model always 0), we have to remove the initial non-determinism of the corresponding event sources in the analysis model. This is obtained by command line parameters of the analysis tool.

Tasks are activated by incoming events (here always *act*) via their input ports (small black circles), and emit events during execution via their output ports (small black circles). Task execution finishes with the last emitted event. Tasks must emit at least one event. Tasks have internal state transition systems as shown at the right part of Figure 3. Depending on the internal state of a task and the event that activates it, the tasks execution is performed according to the annotation of the corresponding transition. For example, if the task in the figure is activated by an incoming *act* event, it executes the corresponding transition, which is a loop at the sole task state in Figure 3. During execution, it sends event $f$ to output port $R107$ after $1281 - 3804 \mu s$ “consumed” execution time, an event to output port $R149$ after $753 - 2268 \mu s$, and so on. The task finishes execution with the last sent event.

The analysis model allows for two interpretations of the execution times annotated at a transition. For *simultaneous* transitions, the execution times for the individual output events pass simultaneously. The output order of events with overlapping execution time intervals is non-deterministic. For *sequential* transitions, the execution times pass sequentially. At the end of each execution transition, the corresponding event is emitted. Only sequential transitions where used for the challenge.

The models used for analysis of the challenge have been manually constructed. For the calculation of the execution times however a simple parser tool has been implemented. While a fully automatic translation would be possible, we avoided the additional effort for the present work. The resulting analysis model is depicted in Figure 1. The minimal and maximal execution times obtained for the tasks, or task segments, from the original model by summing up the execution times of the involved runnables are depicted in Table I with descending (core-local) priority order from top to bottom. In order to enable calculation of bounds for the end-to-end latencies, the respective tasks have been modelled using sequential transition executions as shown in Figure 2. For the first effect-chain, task Task_10ms contains a sequential transition with five execution times. The first one subsumes the execution of runnables with numbers 1 to 106 of the tasks call graph. The task contains a corresponding output port $R107$ at which the start event for runnable 107 can be observed. The second execution segment subsumes the execution of runnables 107 to 148, for which port $R149$ indicates start of runnable 149, and so on.

During modelling, we made two notable observations. First, execution times for runnables are expressed in terms of Weibull distributions, which express probabilities for particular execution times. The values in the model are no hard bounds, but define an interval with a certain probability mass, which in our case is $1 - 5 \cdot 10^{-4}$ for all runnables. The definitions imply that there is a non-zero (although potentially very small) probability for each runnable to have very large execution times, which may lead to overload situations where tasks would miss every given finite deadline. Hence, from a safety point of view, the system has to be rejected.

Secondly, we observed that the utilization of three cores (1, 2 and 3) is larger than 100%. For a simple fixed-priority scheduling, this would result in an infeasible task set that cannot be scheduled. The A4P model however defines an OSEK scheduling scheme for all cores, and a limit of one for the maximum number of activations for each task. The model hence implies (considering the OSEK specification) that for each activated task all further activations of this task are ignored until it finishes it execution.

We exploit a model-checking approach for analysing the effect chains, which is implemented in the tool RTANAS (cf. footnote 3). It is fed with an analysis model and performs a discrete-time state unfolding, resulting either in a closed
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**Fig. 3. Analysis Model Example**

**TABLE I**

<table>
<thead>
<tr>
<th>Core</th>
<th>Task</th>
<th>preempt.</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>ISR_10</td>
<td>yes</td>
<td>3.363</td>
<td>6.068</td>
</tr>
<tr>
<td>0</td>
<td>ISR_5</td>
<td>yes</td>
<td>25.825</td>
<td>51.636</td>
</tr>
<tr>
<td>0</td>
<td>ISR_6</td>
<td>yes</td>
<td>2.980</td>
<td>6.190</td>
</tr>
<tr>
<td>0</td>
<td>ISR_4</td>
<td>yes</td>
<td>33.242</td>
<td>73.160</td>
</tr>
<tr>
<td>0</td>
<td>ISR_8</td>
<td>yes</td>
<td>26.089</td>
<td>60.777</td>
</tr>
<tr>
<td>0</td>
<td>ISR_7</td>
<td>yes</td>
<td>34.678</td>
<td>64.974</td>
</tr>
<tr>
<td>0</td>
<td>ISR_11</td>
<td>yes</td>
<td>27.629</td>
<td>61.177</td>
</tr>
<tr>
<td>0</td>
<td>ISR_9</td>
<td>yes</td>
<td>35.617</td>
<td>74.097</td>
</tr>
</tbody>
</table>

*Note:* For the first effect-chain, task Task_10ms contains a sequential transition with five execution times. The first one subsumes the execution of runnables with numbers 1 to 106 of the tasks call graph. The task contains a corresponding output port $R107$ at which the start event for runnable 107 can be observed. The second execution segment subsumes the execution of runnables 107 to 148, for which port $R149$ indicates start of runnable 149, and so on.
state-transition system, or terminates if it detects an infeasible scheduling situation, such as a buffer overflow. After state space construction, the tool performs a path analysis in order to obtain the exact minimal and maximal latencies for the respective effect chain. For further details about the approach the reader is referred to [7].

For the verification challenge, we deal with the state-space explosion problem in three ways. First, we introduce abstractions where needed by increasing the length of discrete time slots, at which scheduling decisions occur. The effect is similar to the so-called tick scheduling [8]. Additionally, we exploit the model characteristics where possible to perform compositional analysis. Foremost, we consider the cores separately. If this does not sufficiently reduce the state space, we incorporate analytic methods to obtain response times for individual tasks. The results are fed back to the computational analysis, indeed introducing additional over-approximations. A detailed discussion of the analysis and their results is given in the following section.

IV. RESULTS

As stated above, we took a number of measures to tackle the problem of state space explosion. Although the analysis exploits some symbolic representation of time, a main factor for the resulting memory footprint is the length of discrete time slots. With respect to the model, a suitable slot length would be 5\(\mu\)s. Due to the characteristics of the challenge model with its large execution time intervals, this leads to very large state spaces. Hence, we decided to set the slot length to 1\(\mu\)s, which indeed results in an over-approximate analysis. In order to still obtain safe approximations, we adjusted the execution times accordingly: for lower bounds we took the floor, and for upper bound the ceiling. More precisely, we calculated an interval \([l', u']\) of 1\(\mu\)s slots from execution time interval \([l, u]\) such that 
\[
\begin{align*}
l' &= \left\lfloor \frac{l}{1\mu s} \right\rfloor \\
u' &= \left\lceil \frac{u}{1\mu s} \right\rceil
\end{align*}
\]

To further reduce analysis effort, we also constructed individual analysis models for the various sub-problems. For example, two models have been constructed for the second effect chain, where only relevant parts of the original model remain. This includes to sum up the execution times of runnables that are not relevant for the particular analysis task.

The following sections discuss the individual approaches for the sub-challenges. The analysis models and result logs are also publicly available\(^3\).

A. Sub Challenge 1 - First Effect Chain

The first effect chain does not involve further abstraction as it involves only a single task running on Core 3. The model used for analysing respective latency bounds is depicted in Figure 3. The results in Table II for the first effect chain also show the individual task response times obtained with the analysis.

![Fig. 3. The results in Table II for the first effect chain](image)

Scenarios for the results are depicted in Figure 4. The lower bound corresponds to the situation where two subsequent activations of task Task\(_{10ms}\) occur, all runnables R1 – R148 and interrupt service routines ISR\(_1\) – ISR\(_3\) of the first activation consume their maximum processing time, and in the second activation R1 – R106 and ISR\(_1\) – ISR\(_3\) consume their minimum processing time.

A scenario for the upper bound is shown at the bottom of Figure 4. Here, all runnables starting from R149 of the first activation consume their maximum execution time. The overall task execution is slightly longer than 10 \(\mu\)s, resulting in ignoring the subsequent task activation (OSEK task activation limit). Runnables R1 – R106 and interrupt service routines ISR\(_1\) – ISR\(_3\) of the third activation consume their maximum execution time as well.

B. Sub Challenge 1 - Second Effect Chain

In order to avoid state space explosion when analysing the second effect chain, we exploit (1) a compositional analysis approach in combination with an analytical analysis method implemented by pyCPA [2], and (2) a trick. While the first and last task of the effect chain are executed on Core 2, the intermediate task Task\(_{10ms}\) is executed on Core 3. The analysis is done in three steps. First, we obtain time bounds for execution of task Task\(_{10ms}\) from its activation up to the start event of runnable R19. Second, we create a ‘placeholder’ task Task\(_{10ms}\) with execution time bounds according to the results of the first step. The task is not allocated to Core 2, causing the analysis to assume a distinct processing resource solely assigned to the task, which hence executes without any interferences. This way, the model provides a safe over-approximation for imposed data flow latencies on the effect chain. The same approach is applied to obtain time bounds for execution of task Task\(_{100ms}\) from its activation up to the start of runnable R7. To obtain these bounds we setup a pyCPA model with all tasks from Core 2 having a higher priority than Task\(_{100ms}\). Again, we modelled a placeholder task Task\(_{100ms}\) based on these results.

Concerning the „trick“, cooperative scheduling as in the challenge can be considered as temporal priority inversion. The maximum length of the inversion is no longer than the highest maximum execution time among all runnables of lower-priority tasks. This time is added to the execution time of Task\(_{100ms}\), which is again a safe over-approximation of the actual behaviour.

\(^3\)https://vprojects.offis.de/rtana
The first two analyses for the second effect chain in Table II depicts the response time bounds for Task_10ms from activation until the start of runnable R19 and for Task_100ms from activation until the start of runnable R7.

A scenario for the upper bound is shown in Figure 5. Runnables R1 – R18 of task Task_10ms consume their minimum processing time. Runnable R19 is just started before runnable R7 of task Task_100ms. So the effect influences the next start of R19 in the next job of Task_10ms. Since \( \min\{C_{1-18}\} > \max\{C_{1-7}\} \), the job of task Task_2ms cannot sample the job of task Task_10ms starting at the same time. Thus, the execution of R8 in the next job of Task_2ms samples that data. In that job of Task_2ms the runnables R1 – R7 consume their maximum processing time.

The calculated lower bound of 0 is due to the compositional approach where task dependencies are lost. Therefore, the start events of involved runnables can occur at the same time instant, and the analysis has to assume that they might occur in the order R7 \( \rightarrow \) R19 \( \rightarrow \) R8 with no delay inbetween.

C. Sub Challenge 1 - Third Effect Chain

For the third effect chain, we apply a similar approach as for the second one. This time we insert placeholder tasks ISR_10 and Task’_50ms. Again we use pyCPA to obtain the bounds for execution of Task_50ms up to the start of its runnable R36. ISR_10 however is the highest priority task running on Core 0. Hence, it is sufficient to model this task without a resource, but with its core execution times. Concerning the ”trick”, time is added to the execution time of Task_50ms instead of Task_100ms, which is the maximum execution time among all runnables of Task_100ms, Task_200ms and Task_1000ms.

A scenario for the upper bound is shown in Figure 6. Runnables R1 – R2 of task Task_2ms consume their minimum processing time. Runnable R3 is just started before runnable R3 of ISR_10. So the effect influences the next start of R3 in the next job of Task_2ms. Here again a data sample might be missed and the invocation of runnable R36 in the next job of Task_50ms results in the worst case scenario for the third effect chain. In that job of Task_50ms the runnables R1 – R36 consume their maximum processing time.

The lower bound of the effect chain is 0 for the same reasons as for the lower bound of the second effect chain.

D. Sub Challenge 2

The second sub-challenge states that memory accesses of runnables shall be taken into account. A comprehensive analysis would calculate exact bounds on the latencies imposed by concurrent such accesses from tasks running on different cores. As this is currently infeasible by our analysis, we have to calculate safe approximations. This is however simple, as all variables are mapped to the global memory bank. Hence every memory access can be delayed by up to three other memory accesses (from other cores). This results in an overall latency of every memory access between 9 and 12 cycles. Based on these adapted runnable execution times, the analysis then follows the same scheme as for sub-challenge 1. The results are shown in Table III.

An interesting result is that the worst-case reaction time of the second effect chain becomes lower when taking memory accesses times into account. This is because the best-case execution time of runnables R1 – R18 of Task_10ms increases, resulting in a smaller time distance to the final reaction of the effect chain.

E. Probabilistic Aspects

It is worth mentioning that the results we reported in this section are only valid with a certain probability. This is due to the fact that the execution times of the different runnables are subject to random fluctuations. Within the model given
TABLE III
RESULTS FOR SUB-CHALLENGE 2

<table>
<thead>
<tr>
<th>ISR</th>
<th>Latency Bound/ BCRT, WCRT</th>
<th>Analysis</th>
<th>Time</th>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR_1</td>
<td>[16, 37] µs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISR_2</td>
<td>[27, 56] µs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISR_3</td>
<td>[40, 82] µs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task_10ms</td>
<td>[4.247, 12.171] µs</td>
<td></td>
<td>62 s</td>
<td>2 GiB</td>
</tr>
<tr>
<td>Effect Chain 1</td>
<td>[5.042, 19.782] µs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task_100ms</td>
<td>[104, 99.223] µs</td>
<td>51 s</td>
<td>1.5 GiB</td>
<td></td>
</tr>
<tr>
<td>Effect Chain 2</td>
<td>[0, 11.811] µs</td>
<td>848 s</td>
<td>750 MiB</td>
<td></td>
</tr>
<tr>
<td>ISR_10</td>
<td>[14, 26] µs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task_50ms</td>
<td>[995, 39.628] µs</td>
<td></td>
<td>1 s</td>
<td>22 MiB</td>
</tr>
<tr>
<td>Effect Chain 3</td>
<td>[0, 89.613] µs</td>
<td>54 s</td>
<td>400 MiB</td>
<td></td>
</tr>
</tbody>
</table>

The AMALTHEA4 public project aims at defining a comprehensive meta-model for real-time systems with focus on the automotive domain, being compliant with AUTOSAR where possible. Tasks, for example, may contain call graphs, which precisely define execution ordering of the runnables within the tasks, as well as their internal behaviour in terms of runnable items. From this point of view the model was easy to understand. However, there is still room for interpretation.

First, it was an effort to retrieve the exact semantics of stimuli. While the documentation of the A4P meta-model defines precisely the semantics of periodic stimuli, definition of sporadic stimuli is rather sloppy, and required clarification by the challenge authors.

The second obstacle was the interpretation of cooperative tasks. The OSEK standard defines various configurations, resulting in different preemption scenarios for the entire task set. It looks like the A4P meta-model either misses documentation of the chosen interpretation or some bits of information allowing to select the intended one. Furthermore, the A4P meta-model defines the particular type 'schedule point' of runnable entity in order to explicitly define code positions where cooperative tasks can be preempted. While no such entities are defined in the model, the challenge authors state that they should be implicitly assumed to exist.

In summary, it took about a day work, including reviewing documentation, to understand model semantics as precise as required for the analysis. No less time was required to set up the analysis models. The main issue here was to find suitable abstractions such that the analysis would fit into the available memory space. While it would be possible to construct a comprehensive analysis model also including memory accesses for the entire system, it was clearly impossible to get analysis results for such model in reasonable time and space. Particularly memory accesses and preemption with cooperative scheduling involved significant effort in tailoring the models. As this is indeed somehow unsatisfactory, it shows some deficiencies of the current analysis, and points towards potential directions for further improvements, such as improved combination of analytic and computational analysis.

VI. CONCLUSION

We presented a computational analysis approach for the verification of timing characteristics of a non-trivial model that is based on a real-world engine control application. As always with computational approaches, the analysis soon starts to suffer from state-space explosion for "interesting" system sizes. However, as the analysis engine is particularly designed for dealing with real-time scheduling problems, it already shows nice performance compared to generic model-checking approaches such as timed automata or SAT-based engines.

The model presented for the verification has some interesting properties that are hard to encode with classical analytic real-time scheduling approaches. We are convinced that computational approaches can provide valuable results in such cases. We strongly believe that this line of research is still in its infancy and has much potential for further improvements. Real-world problems such as the present are highly useful in order to find sweet spots for such evolution.
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Abstract—This paper proposes a solution for the FMTV verification challenge related to the timing and schedulability analysis of an engine management system to be executed on a shared-memory multi-core platform. The application consists of statically partitioned tasks, each one composed of multiple runnables that are executed according to a read-compute-write policy, where the memory labels required by a runnable are loaded from memory before starting its execution, and they are all stored after the runnable completes its execution. Tasks may be either fully preemptive or only partially at runnable boundaries. The contribution of the paper is threefold. First, we present a tight schedulability analysis for this mixed-preemption setting, neglecting memory accesses (Challenge I). Then, memory access times and arbitration delays are included to the schedulability analysis, addressing Challenge II. Finally, Challenge III is tackled proposing different approaches to map the labels to local/global memories so as to minimize the end-to-end latency of selected event chains.

I. INTRODUCTION

The purpose of this paper is to present a brief overview of a solution to the FMTV verification challenge. The challenges proposed are:

- **Challenge I**: calculate tight end-to-end latencies ignoring memory accesses and arbitration
- **Challenge II**: calculate tight end-to-end latencies including memory access and arbitration accesses
- **Challenge III**: optimize end-to-end latencies by mapping the labels among the local and global memories

The rest of the paper is organized as follow. Section 2 introduces the terminology and notation used in the paper. Section 3 presents the worst-case response time analysis developed to solve Challenge I. Section 4 describes the approach applied to tackle memory access and arbitration accesses (Challenge II). Finally Section 5 presents different solutions for Challenge III.

II. TERMINOLOGY AND NOTATION

In this section, we introduce the terminology and notation used throughout the paper, considering the information abstracted from the Amalthea model. Each task \( T_i \) is specified by a tuple \((C_i, D_i, T_i, P_i, PT_i)\), where \( C_i \) is the worst-case execution time (WCET), \( D_i \) is the relative deadline, \( T_i \) is the period, \( P_i \) is the priority, and \( PT_i \) is the preemption type. Every period \( T_i \), each task releases a job composed of \( \gamma_i \) subsequent runnables, where \( \tau_{i,r} \) represents the \( r^{th} \) runnable of \( \tau_i \), with \( 1 \leq r \leq \gamma_i \). The execution time of \( \tau_{i,r} \) is denoted as \( C_{i,r} \). Therefore,

\[
C_i = \sum_{r \in [1, \gamma_i]} C_{i,r}.
\]  

We also denote as \( \overline{C}_{i,r} \) the cumulative execution time of runnables \( \tau_{i,1}, \ldots, \tau_{i,r} \), i.e.,

\[
\overline{C}_{i,r} = \sum_{r \in [1, r]} C_{i,r}.
\]

Some of these parameters are exemplified in Figure 1 for a generic task \( \tau_i \).

![Fig. 1. Notational model for tasks and runnables.](image)
III. MEMORY-OBLIVIOUS ANALYSIS

In this section, we present a detailed analysis of Challenge I, i.e., a solution to calculate tight end-to-end latencies ignoring memory accesses and arbitration. The latencies of interest are those of selected effect chains, where an effect chain is a sequence of producer/consumer runnables working on shared labels. It is worth noting that effect chains do not have a blocking semantic, i.e., tasks and runnables are always active and periodically activated, independently on other runnables and/or external events. What is interesting to analyze is the maximum propagation delay from an initial event to the final runnable involved in the effect chain. An effect chain is triggered by an initial event, which needs to be processed by one or more runnables using a read/execute/store execution model. A first runnable \( \tau_{i,x} \) may read a label \( L_{i} \), compute the necessary instructions, and store a result on a label \( L_{2} \), which will be later read by another runnable \( \tau_{j,y} \) following in the chain, and so on until the last runnable in the chain. The end-to-end propagation delay is the maximum time that may elapse between the initial event and the completion of the last runnable in the chain.

It is easy to observe that an upper bound of such a delay is given by the sum of the propagation delays for each individual runnable in the chain [1]. In particular, consider an effect sub-chain where a runnable \( \tau_{i,x} \) writes a label \( L \) which is then read by another runnable \( \tau_{j,y} \). The worst-case sub-chain propagation delay is found when \( \tau_{i,x} \) stores \( L \) right after \( \tau_{j,y} \) started loading it, as shown in Figure 2. Under this situation, the effect is not propagated until the next instance of \( \tau_{j,y} \) may start executing in the subsequent period \( T_{j} \), and complete its execution after at most \( R_{j,y} \) time-units, where \( R_{j,y} \) represents the worst-case response time of runnable \( \tau_{j,y} \). Therefore, an upper bound on the overall end-to-end propagation delay of an effect chain \( EC \) can be computed as

\[
\delta(EC) = \sum_{\tau_{i,r} \in EC} (T_{i} + R_{i,r}), \tag{3}
\]

where the sum is extended over all runnables belonging to the effect chain. Note that in case the effect chain includes two consecutive runnables that belong to the same task, it is sufficient to consider only the delay contribution of the later one.

To compute the upper bound of Equation 3, it is necessary to compute the worst-case response time \( R_{i,r} \) of each runnable \( \tau_{i,r} \) involved in the chain. To this purpose, we will hereafter provide a tight response-time analysis of runnables belonging to either preemptive or cooperative tasks. Since Challenge I allows neglecting memory delays, we can focus uniquely on the execution times of tasks and runnables.

A. Analysis for Preemptive Tasks

According to the considered model, preemptive runnables can only be preempted by higher priority preemptive runnables, and they can always preempt any lower priority task. Therefore, a preemptive task will never experience any blocking delay due to lower priority (preemptive or cooperative) tasks. Hence, the response time for preemptive tasks can be computed adapting the classic response time analysis for arbitrary deadlines presented in [2]. The arbitrary deadline model is used instead of the simpler analysis for constrained deadlines because there are configurations where the response time of a task may be later than the activation of the subsequent job of the same task, i.e., it may be \( R_{i} > T_{i} \). Under these conditions, the maximum response time of a task is not necessarily given by the first instance released after the synchronous arrival of all higher priority tasks (also called critical instant), but may be due to later jobs.

For each task \( \tau_{i} \), the analysis requires checking multiple jobs until the end of the level-\( i \)-busy period, i.e., the maximum consecutive amount of time for which a processor may be continuously executing tasks of priority \( P_{i} \) or higher. The longest Level-\( i \)-active period can be calculated by fixed-point iteration of the following relation, starting with \( L_{i} = C_{i} \):

\[
L_{i} = \sum_{j : P_{j} \geq P_{i}} \left\lceil \frac{L_{i,j}}{T_{j}} \right\rceil C_{j}. \tag{4}
\]

The number of \( \tau_{i} \)'s instances to check are therefore:

\[
K_{i} = \left\lceil \frac{L_{i}}{T_{i}} \right\rceil. \tag{5}
\]

The finishing time of the \( k \)-th instance \( (k \in [1, K_{i}]) \) of runnable \( \tau_{i,r} \) in the level-\( i \)-busy period can be iteratively computed as

\[
f_{k,i,r}^{k} = \sum_{j : P_{j} \geq P_{i}} \left\lceil \frac{f_{k,i,r}^{j,k}}{T_{j}} \right\rceil C_{j} + (k - 1)C_{i} + C_{i,r}, \tag{6}
\]

where the first term in the sum accounts for the higher priority interference, the second term accounts for the \( (k-1) \) preceding jobs of \( \tau_{i} \), and the last term considers the contribution of the \( k \)-th job limited to \( \tau_{i,r} \) and its preceding runnables.

The response time of the \( k \)-th instance of \( \tau_{i,r} \) can then be easily found subtracting its arrival time:

\[
R_{i,r}^{k} = f_{i,r}^{k} - (k - 1)T_{i}. \tag{7}
\]

Finally, the worst-case response time of runnable \( \tau_{i,r} \) can be found by taking the maximum among all \( K_{i} \) jobs in the level-\( i \)-busy period:

\[
R_{i,r} = \max_{k \in [1, K_{i}]} \{R_{i,r}^{k}\}. \tag{8}
\]
### B. Analysis for Cooperative Tasks

The analysis for cooperative tasks is somewhat more complicated, since it needs to take into account (i) the blocking delays due to lower priority cooperative tasks that can be preempted only at runnable boundaries; (ii) the interference due to higher priority cooperative tasks that can preempt the considered task only at runnable boundaries; (iii) the interference of preemptive tasks that may always preempt even within a runnable. To tackle this problem, we will modify and merge the analysis for limited-preemption systems with Fixed Preemption Points (FPP) and for Preemption Threshold Scheduling (PTS), both summarized in [3]. The outcome will be a necessary and sufficient response-time analysis for the considered mixed preemptive-cooperative task model.

Under this model, a preemption threshold is assigned to cooperative tasks. This priority is higher than that of any cooperative task, but lower than that of any preemptive tasks. When a cooperative task \( \tau_i \) is executing one of its runnables, its nominal priority \( P_i \) is raised to the threshold \( \theta_i \), so that cooperative tasks cannot preempt it. The nominal priority is restored when the runnable is completed, allowing cooperative preemptions from higher priority tasks.

As with preemptive tasks, also for cooperative tasks it is necessary to consider multiple jobs within a busy window. However, the busy window must also include the blocking due to lower priority tasks. The longest Level-i active period can be calculated adding a blocking factor to the recurring relation of Equation (4):

\[
L_i = B_i + \sum_{j: T_j \geq P_i} \left\lfloor \frac{L_i}{T_j} \right\rfloor C_j. \tag{9}
\]

Since a task can only be blocked once by lower priority instances, \( B_i \) corresponds to the largest execution time among lower priority runnables:

\[
B_i = \max_{j: P_j < P_i} \{C_j\}. \tag{10}
\]

Equation (5) can then be used to compute the number of instances to check in the busy window.

The starting time \( s_{i,r}^k \) of the \( k \)-th instance of runnable \( \tau_{i,r} \) can be computed taking into consideration the blocking time \( B_i \), the interference produced by higher priority tasks before \( \tau_{i,r} \) can start, the preceding (k-1) instances of \( \tau_i \), and the execution time of the preceding runnables of \( \tau_{i,r} \):

\[
s_{i,r}^k = B_i + \sum_{j: P_j > P_i} \left( \left\lfloor \frac{s_{j,r}^k}{T_j} \right\rfloor + 1 \right) C_j + (k - 1)C_i + C_{i,r-1}. \tag{11}
\]

The finishing time \( f_{i,r}^k \) is calculated by adding to the starting time \( s_{i,r}^k \), the execution time of the considered runnable \( C_{i,k} \), along with the interference of the tasks that can preempt \( \tau_{i,r} \), i.e., the preemptive tasks which have a nominal priority higher than the preemption threshold of any cooperative task. To compute this last interfering term, we compute the higher priority instances that may arrive from the critical instant until the finishing time, and subtract those that arrived before the starting time.

\[
f_{i,r}^k = s_{i,r}^k + C_{i,k} + \sum_{j: P_j > \theta_i} \left( \left\lfloor \frac{f_{i,r}^k}{T_j} \right\rfloor - \left( \left\lfloor \frac{s_{j,r}^k}{T_j} \right\rfloor + 1 \right) \right) C_j. \tag{12}
\]

### IV. Memory-Aware Analysis

In this section, we address Challenge II, including memory and arbitration accesses in the computation of the end-to-end latencies. We follow an identical approach as the one described in the previous section, inflating the runnable execution times \( C_{i,r} \) with the maximum possible interference produced by memory-related delay.

We assume all labels be loaded/stored to global memory, leaving the improvements related to the use of local memories to Challenge III discussed in the next section. The delay for...
a global memory access is of 8 cycles for crossbar traversing and 1 cycle for the memory access. Since conflicting memory accesses are assumed to be arbitrated in a First-In-First-Out fashion, the memory access time has to be multiplied by the number of cores \( m \) that may concurrently access the global memory, i.e., four cores in our setting: \( m = 4 \). The overall memory access delay can then be found by multiplying the single access delay by the number of reads \( n^R \) and writes \( n^W \) performed by the considered runnable. Therefore, the resulting WCET \( C_{i,r} \) for a runnable can be computed as:

\[
C_{i,r} = \left( n^I / f \right) + \left( 8 + (1 \times m) \times n^R \right) + \left( 8 + (1 \times m) \times n^W \right)
\]

The multiplying factor \( m \) accounts for the maximum possible interference by all cores in the system, that is, we assume that cores continuously generate interfering traffic. This is a pessimistic assumption that may be improved by accounting for data access patterns of target applications, which are known in the Amalthea model. In particular, a possible solution can be found along the lines of the work presented by Nelis et al. in [4], where a method is introduced to model the memory access patterns of a task considering the contention on a shared bus (and not a crossbar, as in the considered model). Other approaches that could be used to tackle this problem are presented in [5] and [6]. However, the computational cost of these solutions is exponential in the number of tasks and the granularity of memory patterns, making it difficult to apply for the considered setting.

V. MEMORY MAPPING STRATEGIES

As requested in Challenge III, this section discusses how to optimize end-to-end latencies by means of a suitable mapping of the labels among the local and global memories. Before tackling this challenge, it is first necessary to question the notion of “optimality” for this setting. As we will show in this section, a given label-to-memory mapping can reduce end-to-end latencies for certain effect chains at the cost of increasing those of other chains, making it difficult to take globally optimal decisions.

In a first step, we performed a preliminary analysis of the memory accesses performed by all runnables in the given Amalthea use-case. We categorized the data items (labels) in three sets:

1) \textit{PRIVATE} labels, which are exclusively accessed by one runnable;
2) \textit{SHARED} labels, which are accessed by multiple runnables (e.g., in a producer-consumer fashion);
3) \textit{UNUSED} labels, which we ignore.

Table II shows the number of labels in the proposed model, and their total memory occupation in KBytes, while Figure 3 shows how many (PRIVATE and SHARED) labels are accessed by (runnables assigned to) each core, and their size in bytes (right).

A first consideration is that there is potentially sufficient space to store all labels in any of the memories of the system, either in LRAMs (size 128 KB, according to the specifications) or GRAM (256 KB). For this reason, and for the sake of simplicity, we do not consider memory constraints in our analysis. Enhancing our model and approach including limited memory is left as a future work. Moreover, we assume that all labels can be accessed with a single memory read, neglecting the fact that there are labels which are larger than the bus width (i.e., occupy 64 or 128 bits against a 32-bit bus), hence more consecutive memory accesses may be required for a label transfer. However, the proposed methodology can be easily extended to deal with this issue.

For the \textit{PRIVATE} labels, an optimal choice seems to map them to the local memory of the core that exclusively accesses them, because the latency of local accesses to LRAM is always significantly smaller than that to GRAM (1 cycle vs. 8+1 cycles, respectively). Since there are no constraints on the local memory size with relation to the overall labels footprint, moving local labels to other (local or global) memories would only increase the resulting latencies. Moreover, this cannot possibly degrade the delays on other cores, because we removed a potential source of contention. This is a quite known technique when programming distributed Non-Uniform Memory Access (NUMA) systems [7].

We define \( T_{LRAM} \) as the time spent in the worst case to access a private label stored in local memory, and \( T_{GRAM} \) as the worst-case time to access a label stored in shared memory. Assuming the worst-case conflicts in both memories,

\[
T_{LRAM} = (m - 1) \times 1(\text{FIFO queue}) + 1(\text{memory}) = m
\]

\[
T_{GRAM} = 8(\text{xbar}) + 1(\text{memory}) + (m - 1) \times 1(\text{FIFO}) = 8 + m,
\]

where numbers are in clock cycles, and \( m \) is the number of cores in the system. Note that time to access private labels store in the local memory may be lower than \( m \) when some of the other cores has label to access in that local memory. This would reduce the number of instances waiting in the FIFO

<table>
<thead>
<tr>
<th>#</th>
<th>Size (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIVATE</td>
<td>8293</td>
</tr>
<tr>
<td>SHARED</td>
<td>1690</td>
</tr>
<tr>
<td>UNUSED</td>
<td>17</td>
</tr>
</tbody>
</table>

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
# Labels & Labels size (KBytes) \\
\hline
\hline
\end{tabular}
\caption{Distribution of labels on runnables/cores}
\end{table}
queue. In the extreme case where each LRAM contains only private labels, $T_{LRAM} = 1$, since there will never be any conflict in accessing local memories.

Moving to the mapping problem of shared labels, we could use a similar approach to map each label to the LRAM “closer” to the core that mostly accesses it. Unfortunately, this could worsen the latencies of other runnables on the same core when accessing private labels stored in the local LRAM, because now they may conflict with remote accesses from other cores. The proposed heuristic is convenient if the accesses to shared labels are more frequent than those on private labels, so that the increased conflicts in accessing private labels are compensated by the gain in loading a shared label from LRAM instead of GRAM.

If memory access patterns are not taken into account, the increase in the latency for private accesses is the same if we map one or all the shared labels to the local memory. As a consequence, if we decide to map a single shared label onto the LRAM of a core, paying the consequent private access penalty, it would then make sense to map to that LRAM also other shared labels that are most frequently accessed by that core, since there would not be any further penalty to private accesses. This seems to suggest an “if one, then all” approach, according to which a local memory is either left free from any shared label, or it is filled with the most frequently accessed shared labels by the corresponding core.

From the Amalthea model, we know that several runnables act in a producer-consumer fashion, forming multiple effect chains. As we showed, privileging one runnable might have the side effect of degrading performance for some other runnables on the same core, which might belong to a different effect chain. For this reason, it is difficult to design a methodology for shared label mapping which “optimizes” end-to-end latencies in a “generic” sense in the proposed model. What can be more easily done is tailoring the label mapping problem to one or few privileged effect chains, reducing the latency of the corresponding runnables by selecting their most suitable mapping strategy.

VI. CONCLUSIONS

This paper presented a set of possible solutions for the FMTV 2016 Verification Challenge. The main contribution is a tight schedulability analysis for the considered task model in which cooperative and preemptive tasks are concurrently scheduled on the same partitioned platform. Such an analysis has then been extended to include memory access delays and to propose promising heuristics for mapping labels to local memories. A Java implementation is available for the algorithms described in the paper, collecting the information given by the Amalthea model and producing a response time analysis for the task system as well as valid upper bounds on the worst-case end-to-end latency of the effect chains. The source code and the tool may be downloaded from our website.

We already identified possible future enhancements of our approach, for all of the addressed challenges:

1) For Challenge I, we intend to explore how enlarging the non-preemptive region beyond runnable boundaries may improve the response time of the runnables, and related effect chains, as shown in [8];

2) for Challenge II, we aim at exploring approaches based on memory access pattern, such as [4], [5], [6], to improve the computed memory access delays;

3) for Challenge III, we intend to enhance our Java implementation with automatic placement functions to minimize the end-to-end latencies of selected effect chains.

Finally, and most importantly, we plan to apply co-scheduling techniques recently proposed in [9], [10] to avoid conflicting access by design, significantly reducing the penalties due to memory accesses. We believe that the proposed use-case may be a useful benchmark to test the efficiency of co-scheduling approaches.
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